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Preface

The cooks cook according to the best recipes, we are judged by univedsitated lawyes,
mathematics professors teaattue to programs written by the best, in the way prescribefia third
party. What could be wrong with striving for such a perfectly arranged wppieople haven't asked me
once.

In that sense, information theory is disappting. The freedom we desire is the result of the surpluses
we have in relation to the set of inanimate substances of which we are composed, and the security we
hope echoes is their principled minimalism. We strive for calm by fleeing from vitality, ereatb
security against uncertaintgnd wesurrender our personal freedoms to the organization. It is the law

of inertia, the principle of least action, or if you want the principle of economy of information. They are
just different expressions for moggobable occurrence of more probable outcomes.

That is what is bad in that above sentergkewould say from the point of view of information theogy

that a too wellarranged system necessarily becomes obsolete. The world is inexorably changing and
moving away. If all the physical phenomena of the universe consist only of information, and the essence
of this is uncertainty, then escaping into certainty eventually becomes a bad job.

However, the basic thesis of this philosophy is still only a hygighdhat is why | write locally and |
hope globally, so this collection of articles is also priyatblic. | thank everyone who pointed out my
mistakes, especially those whose remarks inspired me.

Author, February2021.
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1. Representative Sample
Rastko Vukodt, January 30, 2021

For a given set of random events, | explain the smallest subset that could be sufficiently representative
of it. | discuss briefly the connection between the Secretary's Problem, the Normal Probability
Distribution, and the Golden Seat, all three withininformationTheory.

Choice of secretary

In the late 1950s and early 1960s, a simple, partially recreational task of probability theory emerged
known as the problem of the secretary, or choice of partner, or dowry, that revolved drthum
mathematical community. It has a certain appeal, is easy to point out and has an impressive Solution

It was immediately taken over and developed by certain eminent probabilists and statisticians, among
them Lindley (1961), Dynki{i1963), then Chow, Moriguti, Robins and Samuels (1964), then Gilbert and
Mosteller (1966). Since then, theecretary problem has been expanded and generalized in many
different directions, so that it can now be said that it is an arestadly within mahematicsprobability-
optimization. From Freeman's work (1983) it can be seen how extensive and vast the area has become;
moreover, it has continued to grow exponentially in the years since its text appeared.

Thesecretaryproblem in its simplest form habe following characteristics. There is one post available
for the secretary. The Commission knows the numbed @fpplicants and interviews them in random
order, one by one, not knowing who the next is. The ranking of those interested is detailed esmugh
that there is no significant duplication of the scores of the best, and the decision on the selection is
based only on previous results. After the rejection of the current candidate, it is not possible to call
him/her later, and after the acceptancehe further search is suspended.

In the picture on the left is area with a row in which the respondents are waiting in front of the room
A with the Commissionwhich interviews them
individually, reviews their applications and awar
0 . N boints. In aread, the candidates were examine
until the €-th, after which, we assume, one of tt
B best appeared, with a winning score, which of
0 could havelapproximatelyxhe highest number

of pointsand be hired as a secretary. This is an idealized situation whergust a large enough part of

the random sequencé (OE 0 and¢  U) to be a representative sample.

So, we assume that we have one mathematical expectation shown in the ¥ignre given series of
uniformly distributed (otherwise random) candidates, approximately eveth is acceptable for the
job, sorl  pj € is the probability of finding thérighte one. This means that p 1, respectively

! Gimnazija Banja Luka, math prof.
%see [10]
® Else this task is solvedifferently in the literature.
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n p - (1)

the probability oféwrongg. In a series of candidates (are@ of the picture), everyone up to the next is
awrongg, and the probability of such an eventjs. However

~

| Ed p - -, )

where’Q ¢& p W8 ig Euler numberpase of natural logarithm. In the case of large array® (H),
when the scoring of the candidate is very detailéeP( H), theni © pj'Q Tiw xso the sibstringd
makes about 37 percent of the array

The conclusion is that we can solve the problem of choosing the best secretary by missing the first 37%
of candidates, simply to calibrate the top list of the best, relying on the fact that it is a gomagh
sample. Then we will declare the firsgxt candidatehat has the highest number of points established,

or more than that (and if none of them appears, we are left with the last one) as the best choice.

Deviations

We theorize with the assumediniverse of uncertainty whose quantities we call information. The laws
of conservationand thrift apply to them, so the conclusion that free information is equivalent to
physical actions, and then that living beings are physical systems that have infarrmagacess oin
relation tothe inanimate substance of which they are composed.

In accordance with the principles of least action and information, living beings try to get rid of their
surpluses, either directly in an inanimate environment, otherwiseealy filled and also prone to
minimalism, or by incorporating them into the organization of the collective to which they belong. In
that sense, society is a physical phenomenon somewhere between living adivingnsystems. Hence,

for example, the knovaldge that an ant colony can have a more intelligent action than its individual ants
becomes the subject of information theory.

Unpredictability is at the core of the world in general, so that the ability of society to act and choose
with more of itgrows, and the amount of uncertainty that we measure with information grows not only
with the increase in the number of options but also with their unexpectedness. This leads to the
question of the optimal measure of order and vitality aic@mmunity ofthe livingg. Namelyregulatirg,
organizing and limiting, is the opposite of vitality, that épposite to freedom and the amount of
options. In the behavior of the individuals of the community themselves, the emphasis shifts to
obedience and disobedienceommonness and unusualness, or passivity and aggression as opposite
tendencies.

The greater thalissipation deviation) in the behavior of individuals, the less organized the community
is, and on the other hand, with the increase of compactness, it&yabd choose decreases and the
society becomes numb in that sense. From this consideration follows the conclusion that there is some
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optimum between vitality and efficiencypr risk and safety. This is where the previgepproximate
third¢ (2) becomesmportant again.

In the following figuré we see theNormal (Gaussian) distribution of IQ (otherwise arbitrarily taken
populations). The intelligence test (IQ score) is set so that the average score of individuals is 100 points
and that about a third (34. percent) of all havéaverage intelligenag from 85 to 115 points. The
mathematical expectation of the (swalled normal) distribution of points is thus p 1T, TANd the
standard deviation,  p vTwo deviationsq,, ) then cover the score interval from 6 130, and three

(o, ) almost the entire population. In that, | see a similarity with the solution to the previous problem of
échoosing a secretagy
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o
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| I
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When in the first picture (secretary's choice) we consider @ree the vitality of a living being or their
organization, then sularea 0 is representative enough to expect (statistically) representatives of all
(from routine to extreme) qualities dhe given area. The second picture of the (normal) distribution of
intelligence is an approximate confirmation (2) that deviations will also occur to that extent. At the same
time, we do not enter into a discussion about whaparticular society consideras cnormak and
odeviang behavior.

The same can be sa# follows When we rearrange those desirable surpriseshef systemo, which
encourage its vitality more, then we will get that they make up a subsystem analogéuartd about a

* Taken from the "SPSS tutorials" Facebook, but it could have been from many others.
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third of all. In other words, the optimum atlisobedieng individuals of thediving systerd is about a
third, and the differences are only in the definition @afbediencé in the type and intensity of their
aggression. Hence so much diversity of living beings on Earth.

Confirmation (application) of this assessment can be found inhiseories of the most successful
civilizations, out of about 30 known ones. The life of society as well as civilization is interrupted by
violence, suddenly, but if we look only at those who were lucky enough to last, we will notice that each
consists olsome rise, peak and fall. Their flows are similar to life through youth, maturity and old age,
with the first part more prone to risk, and the second in routines.

In the case of civilizations, the decline begins with greaterrsstfaint. Thus, communis fell behind

due to too much regulation, as well as dictatorship, and at the peak of the Ottoman Empire was
Suleiman the Magnificent when they called hindiegislatok. It is difficultéon the ground to measure

the camounts of restrictions that a sociéy has imposed on itself, for example through legislation,
religious, customary or moral norms, in relation to potenamounts of freedomg but from the
previous we can assume that in the period of decltneasgreater than 2: 1 in favor of the regttions.

Specifically, when the ratio of total vitality oféiiving being tends to be higher than standar@ : 1,
approximately)in favor oféordinarye versuscunusuag, then this ratio is reestablished in the standard

form but with a changed overallitality of the collective and a new definition normality. In the case
when the community becomes more organized, say safer and more efficient, its vitality decreases. Such
is at greater risk of lagging behind an environment that would continue to evolve.

In the case of the emergence of an extreme leader who we say by his atiilicgs manyg, from the

point of view of this mathematical certainty it is also a matterdatljusting the community which
establishes the previous standard (21). The organizen then goes to a greater or lesser vitality
depending on the leadership. Not every change, be it euphoric or spontaneous, is a path to betterment
or ruin, just as it is not every path that followers believe.

Seemingly a completely different kind of exple can be found in today's living organisms on our planet.
Greed versus empathy within individual species also stands in roughly the same 1: 2 ratio. With too
many aggressive individuals, their organization would break down, and with too many insagiegyl

they would become easier prey for others. The diversity of their hierarchies only confirms the theses of
this discussion.

Golden ratio

The whole versus thpart is treated as that part versus the rest. That is the definition of dpelden
meare. If we denote the size of the whole by 1 and the given part/bwe have the proportion
pdf / Dp / ,and hence the quadratic equation

/] P T )

whose solution
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o

j — Tpg 4)

we call golden number. The second solutién 1 plp ¢is a larger golden number and it is

reciprocal with the first/ #/ p. What we are also interested in here is the remainder, the difference
between the whole and the golden value whiclpis j  Tdo yor approximately (2).

Leonardo da Vinci drew his Vitruvig$487) as a man with ideal proportions, which was later speculated
(by Luca Paciolin Divina proportione, 1509) with a golden section. Johann Kepler wroteithatimage

of a man and a woman comes from the divine proportion (golden section). In my opinion, the
reproduction of plants and the offspring of animals ar¢hia same relationship

9 Ny! [ aBayyRe@theAmusical works Béla Bartdlas if they were based on two opposing systems,

the golden section and the acoustic scale, although other music scholars reject that analysis. French
composerErik Satiaised tre golden ratio in several of his works. The golden ratio is also evident in the
organization of sections in the music@faude Debussreflets dans I'eguL905).

A geometric analysis of earlier research from tBeat Mosque of Kairouaim 2004 (670Yeveals the
application of the golden section in much of the design. It is assumed that the golden ratio was used by
the designers oNagshe Jahan Squard629) and the neighboringotfollah Mosque

TheSwiss architecLe Corbusietknown for his contrintion to modern international style, focused his
design philosophy on systems of harmony and proportion. His faith in the mathematical order of the
universe was closely tied to the golden ratio and the Fibonacci sequence, which he described as
orhythms apprent to the eye and clear in their relations with one another. And these rhythms are at
the very root of human activities. They resound in man by an organic inevitability, the same fine
inevitability which causes the tracing out of the Golden Sectionhildren, old men, savages and the
learnede

The pychologistAdolf Zeisingoticed that the golden section appearedphyllotaxis(arrangement of
leaves) and based on these patterns he claimed that the golden section is a universal law. In 1854, he
wrote the universal orthogenetic laéstriving for beauty and completeness in the realms of both nature
and ar€. In 2010, the journal Science reported that the golden ratio was present on the atomic scale in
the magnetic resonance of spins in cobalt niobatgstals. However, some claim that many obvious
manifestations of the golden ratio in nature, especially in terms of animal dimensions, are fictional.

Where does so muctbeauty in the golden sectigrcome from? From the point of view of our previous
consicerations, we can claim that a standard relationship (representative sample and whole) was built
into our emotions during evolution to make it easier to recognize the systems around us and predict
their behavior. Hence, something that is (approximatelyhigolden ratio intuitively feels beautiful, or
harmonious. Compared to the previous one (normal distribution andstheretaryproblem), we find

® Vitruvian Man https://en.wikipedia.org/wiki/Vitruvian_Man
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that this charmony is actually a state of optimum, a balance in which the system does not tilt, does not
strive for some revolutions.
Conclusion

Through information theory, we find that the theory of probability behind the normal distribution has
some additional gmong the already known) deeper roots in social and biological phenomena, as
observed in theappendices 1] in the world of physicdt is also in the background of thieauty we

see in theogolden sectios.
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2. The Reality of Physics
February 3, 2021

This is an &sy conversation about reality and accuracy of interpretatiofiphysical relity. A couple of
them ask me privately, and | was free to present the topic publicly and rearrange the answers.

Question dWhat is physical realitg?

Answer. What science considerseality€ is actually aruncertainset of fictions, which are constantly
changing, supplementing and declaring unscientific.

Q: I'm seriously asking you. | read that you defimeak what can be in physical interaction with
something real. Is it true again that itdctioné?

A: Yes, of course, our truths about physical reality are always incomplete, and therefore false. In the
mathematical sense, if somethingds little incorrect, it isonot truee.

Q: You write supposedly true and false, emphasizing that it is also suspicious?

A: Yes, but to continue. Take, for example, the flawless geometry of the ancient Greeks and their
interpretation of our Milky Way galaxy by the goddegsdiwho spilled milk. The first was mathematics,

the second was physics. Throughout history, humanity has always tried and is trying not to combine the
two, no matter how it seemed to us that physics (not only today) is mathematized.

Q: What do you meanygeometry and spilling milk?

A: The geometry would explain the mutual immobility of the parts of éiilky Way by the huge
distances, and then by the huge sizes of tdepst of milk. However, from ancient times until recently,
even the smartest among us, but also many great connoisseurs of geometry and mathematics that
developed further, gave equal preference to physical lies. They considered their (rare) colleagues who
wouldtry to destroy their faith in untruths to be hateful and apostates.

Q: Is there that today?

A: Well, I'm just telling you that it's a constant story. Until the beginning of the 20th century, physics did
not believe in molecules, and then it accepted thermodynamics of Boltzmann (after his death in
1906), then the First Law of Thermodynamics (on energy conservation), then the Second Law of
Thermodynamics (on the spontaneous transfer of heat from the body to the environofelower
temperatures), so tht all chemistry, biology, and even medicine would slowly bec@u@ntifi€ only

when the phenomena could be broken down into molecules and atoms and thus explained.

Q: And what's stuck there now?

Rastko Vukoi 13
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A: When the termdsubstancé is set from the point of iew of ¢energy, then dactiorg (products of
energy and time), theinformatioré ¢ molecules and atoms will look very strange. It will deviate so
much from the newdtruthse that it will be considered a delusion of 20th century science. They will be
like the former phlogiston, or alchemy, or thééour elements of which the world isupposed taconsist

(air, water, earth, fire).

Q: Why would molecules and atoms tenscientifié?

A: It will be, because physics has long since adopteds de Broglighesis (1924) on waves efectron

All matter can be defined only by waves and all its consequences can be derived from wave equations
(Schrédinger, 1926). That is why we have a paricee structure of matter, and thaiparticleg part

(read my interpréation of the ComptorEfect®) will be slowly neglected.

Q: | read (The Undamaged Crown of King Syrdjuset what's the point?

A: The Compton Effect was onpeoof of the corpuscular nature of light (it was known to be a wave).
Particles (photons) arescattering in the way described by Compton (1922) that, based on the
conservationof momentum and energy, the wavelength of the rejected photon increases (therefore,
Compton proved the corpuscular nature by means of wave nature). However, it furthevdédliom the
information theory (mine) that this increase in the wavelength of the reflected photon speaks of a
greater blurring of the photon on the path, i.e. about the greater uncertaintysgdosition. It turns into

less probable paths (lower probabjl densities) only under the action of some force, or as in this case
due to a collision with another body (electron).

Q: So, what do you mean?

A: From previous misconceptions (mechanistic and materialist understanding of the world), physics has
moved to atomistic, then to quantum physics. | believe that in time, it will move toditfermation
universe, which, like every previous model, will th some kind ofault. At the same time, the reality

was always wrong, although it was getting wider. It has also become what is too small for our senses
(molecules, atoms, quanta), or what is too far away for us as a deep universe, which, by the weg, we
only as light that came to us from some distant past.

By adopting thatwhat interacts with the redlis real, we will also adogparallel realities with which it
is possible to interact only indirectly, and by adopting thdnhteractioré is equivdent to
occommunication, it will becomedreak althoughwe canperceiveit only by logic. And the question then
is, aren't molecules a product of our logic more than a matter of immediate sensory perceptions?

Q: How will you explain the worldvithout moleculeg?

A: By the law oftonservation by the principle of least action and communication. For example, | will
look at the expressiolY G ® ®® & E, which representsiperception informatio when the

® https://lwww.academia.edu/40105675/Compton_Effect
" http:/lizvor.ba/rastko-vukovieneostecenakrunakraljasirakuze/
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sequences ¢fufiiB and ofcfof8  represent two opposing computer quantities. They are
components ofthe vectors; their product is larger when the larger component is multiplied by the
larger, and the product is smaller when the larger components of seréesare multiplied by the
smallerones of the otherand the smallewith the larger

In game theory;Ywould be thedvitality¢ (intensity of the game), which is higher when the opponent
responds to a strong game with a strong one and to a weaker one with a weak one. In the economy, it
would be a more dynamic society with good competitiand similarlyin politics. In physics we would

have lessY more precisely minimal, because of the law of least action; then the subject is less opposed
to the stronger obstacle.

Q: More ¢perceptioninformationé means more liveliness and less passivity?

A: Yes, largetYbelongs todiving beings and less to inanimate matter. But we won't talk about it now,
it's a broad topic of information theory, still with a lot of speculation.

Q: What are you aiming for with sudexplanations?

A: The assumption that every mathematical truth, every abstraction of it, will eventoetigmea kind
of physical reality. | look back at what | have written many times, in different ways (see [[Fand
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3. Special Unitary Group
February 7, 2021

In mathematics, a special unitary group of degiedenoted SWY), is a lie groug’ of type¢ & unitary
matrices determinant one. The group SU(2) is closely related to the group SU(3) and piageréamt
role in quantum physics.

SU(2)

In linear algebra, a complex quadratic matiiof order& N & is dunitaryg if its conjugately transposed
matrixfj is also inverse to it. In other words, if it is

nR AR & 1)
wheregis a unit matrix of the same order.

An arbitrary complex number & Q¢ E has real parametersfoN s, the first of which is called its
éreal park, the notation2 Ad , and the second th@&imaginary parté, the notation) [ ¢& . For the
imaginary unit,;Q p also holds. Conjugated to the numbeis the complex numbed” @ “Quso
that their productis realdad @ "Quw QW ® © DBs.Associated with the matrig is the
(adjoint,adjugate)matrixfy , transposed by it and with conjugated corresponding elements.

We call adgroupg a structure (G, *) consisting of the set G and a binary operation * that satisfies the
following four axioms:

1. losedness) for eacfiftoN "Othe resut of bz Gis also ifQ

2. (associativity) for eaakftftor "Obeing 3z 0 2 ® B2 O ©;

3. (neutral) there i)Y "Osuch that for evergoNy "OisQz @ @2 'Q &

4. (inverse) for evergp™ "Othere iscoM "Osuch thatz @ @2 ¢ 'Q where'Qis neutral.

It can be shown that the group has exactly one neutral, that the invertieedfiven element is unique,
and that the left and right inverses are the same elements. When for each pair of eledi®ts"O
their product is commutativep?z & @z 63 the group is called commutative or Abelian.

If A AO p, the square matrixj of order¢ is calledéunimodulag. The set of all compleix-th order
matrices that are both unimodular and unitary forms a group if the multiplication of the matrices is
taken as a group operation. This group is called the group of unitary unimodular matrices &ottthe
order and is denoted by St)¢ In other word, it is a special unitary group of order

For quantum physics, the most interesting group SU(2) has a matrix

. 0 0
n ¢ 6 (@)

8 hitps://en.wikipedia.org/wiki/Lie group
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for whichA AjO pandfi | & from which it follows0 O 0 0 p and

0° 0 0 0
&0 & 6 0O - ’J ®)
where matrix equation (3) replaces four linear equations, three of which are independent:
0 0 0" 6 P
6" 0 0" 0 p. (4)
6" 0 0" 0 11
Fromthere:
6 6 p o0 0 0 0 0 6 06°06 6°6 0o ,
0 06 060 0o p D o ,
o o . (5)
Too:
o) p b 0°6° 06 o 66 o o 6o
o) 66 o6 0 60 o’ o6 606 o pX,
0 o . (6)
Therefore, eachiy ¥ 3 5¢ matrix (2) haghe shape
. U U : :
n n: of o YROVRp (7)
i.e. it is given with two complex parameters, herg) N E.
In particular, when the coefficients of the matrix (7) are real numbers it is a classical rotation
AlT«0 OBl
OBT Ai+0" (®)

for the anglee . As it is known from elementary geometry, all symmetries, more precisely isometric
transformations such as translation, reflection (central, axial, mirror) and rotation, can be reduced to
rotations themselves. This is the universality of the matrix (8l tae groupSU(2) in general.

Rastko Vukoi 17
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Special matrices

Secondorder matrices are a type of vector space whose base consists of a unit matrix (3) and three
quaterniors’, linear operators whose matrices are:

, nm Q . m p Q m
d "QT[’r] p Tt’n n Q ©

The relations, "8, (x ofdn) defines Pauli matrices (operators), which also form a (new) base of
the same space of matrices (operators) of the second order. These are also the bases of the SU(2).

Note that forPauli operators (matrices) the equations are valid:

SxSn SpSx C"th ) (10)
where Qs a unit operator (matrix representatiody and
P x h
m x h

1 xn (11)

is theKroneckedelta symbolThe euationsalso apply

$SS §sS Q€]
ss ss ¢Q (12)
SS §sS Q€]

which is easy to check by directly multiplying the corresponding matrices.

Conservation law

From the needs of physics for SU(2) and quantum evolution in general, which are representations of
reversible operators due to which all assumptions can be obthinom the consequences of quantum
transformations, which more freely means that quantum processes remember. Hame®f the proofs

of the conservatiorlaw for the information.

Namely, the invertibility of quantum operators is the type of symmetry tHaether's theorem? speaks
of. A system of linear equations written in the mathx &, is
A6 O (13)

isregular (invertible) if using the values of the copies, the elements of the véctore h 8 ho , we
can find out the values of the original, the components of the veétor @ Mo 8 o . Then there
exists an inverse matriA  such that

%see[3], 2.4.6 Generalization
10 see[2], 1.14 Anmy Noether
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A A AA § (14)

where € is the unit matrix. Comparing with (1), we see that such are all unitary matrices, and then that
all quantum processes are such.

Mass and time

The attitudethat with the increase of entropy (thermodynamics) its information decreases is not in
contradiction with the spontaneous growth of entropywe generalize it mostly to the substance. The
lost information of matter then becomes spatime information. Tl is in line with the assumption that
space, time and mattesire allmade of theinformation.

Then space remembers, and memory as a kind of information also affects something. An example of the
action of the past of space on the present is gravity, idié® that have(large)mass. | have written

about it several time's, and now | will compare it with thémechanisné of the recently confirmed Higgs
boson (2012) and its field. To understand what I'm comparing it to, look at the attachinenat least

part of it, the quote | singled out at the end.

Photons and all particles moving at the speed of light do not have their(praper)time. They do not

have amassof rest, their own time stands still and th@porrowe time from observers. Particles that
travel at the speed of light are trapped in the observer's present and in that sense have only three
dimensions (two belong tanformation and time to the observer). Therefore, they are not able to
independently penetrate through the layers of timirough anyone (from the past to the present, or
through parallel realities), so by communicating with such, all their other relative subjects (obségvers)
them candefineits present.

The principle of economy of information refers especially to those otherighastthat have their own
time, the more they penetrate the layers of tim&he timedoes not stand for sugtand they have a
mass of rest. The principle of least action, ibe least information (action and information are
equivalents), slows them down, that principle (thrift) makes them inert in a way that is equivalent to
ohaving mass

That part of information theory will explain the existence of the Higgs boson, whialsé called the
particle of God (Leon Lederman, 1993). Finally, here is the promised quote.

oX Physicists at the timg1964)were trying to understand why some particles had more mass than
20KSNRBR 602 &adzy (GKS LINROfSY | y@INSING yo | L3IYNIRASO f B2y Kl
0StASOGSR GKFG FEff F2NOS OFNNEAY3I LI NLAOESa akKz2dz
particles that carry weak force do have mass). We needed to know what was the driving force is behind

this mechanism.

This is where Peter Higgs stepped in.

! see[1], 11.Forceand Information
2 hitps://futurism.com/what-is-the-higgsfield-and-higgsboson
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He was able to come up with a theory which suggested that there was an energy field that all particles in
the Universe interacted with. In essence, the more massive the particle, the more it interacted with this
field. Conversely, the less massive particles interacted with this fielX less

The Higgs boson the gauge boson (carrier) of the Higgs Field, just as the photon is responsible for
9f SOGNRBYIAYySGUAO CAStRZ GUKS 2 | yR ¥orog2ndzhg Qdonis NS NB
responsible for the Strong Nuclear Forded @ €

Hermitian matrix

The seHadjoint matrix, oréhermitian matrix, is a complex square matf’k @&, thatis equal to the
conjugatetransposedo itself,’A A . In other words, a complex number that is an element oftké
row and theh-th column of a given Hermitian matrix is equal to the conjugate element ohttrerow
and thex-th column,&y, &3,

That is why the diagonal elements of these matrices must be real numbers, because they are the only
ones conjugated to themselves. A square matrix with real coefficients is Hermitian only if it is symmetric.
Every Hermitian matrix is nornf3lbecause obvissly’A ‘A "A'A.

It is known that thedspectral theoreng applies to finite dimensional vector spaces, which says that any
Hermitian matrix can be diagonalizetdppedinto diagonal) by means of a unitary matrix and that this
diagonal matrix has only reabefficients. Hence, all eigenvalues of thelimensional Hermitian matrix
are real and it has linearly independent eigenvectors.

As only real eigenvalues in quantum mechanics can represent observable (measurable physical
guantities) hermitic matrice, together with unitary ones, are the basis of quantum physics. Quantum
states (particlesvaves) are representations of vectors, and the processes over these vectors are
representations of these operators. Vectors are superpositions of measurement ouscoveewill also

say probability distributions, so the unitarity of operators preserves the unit norm of superposition, and
Hermitian operators help predict observables.

Epilogue

This brief overview is, | hope, only a reference to which | can refer in the further interpretation of the
oHiggs mechanisérand the application ofinkertia due to timé to the masses in general. | have written
much more, more extensively and in more détabout unitary and Hermitian operators before, but
conciseness also has its value.

3 hormal matrixg commutes with itself conjugatettansposed
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4. Big Bang

On the development of the universe from the point of view of information theory
February 9, 2021

This is a mor@romisingversionaboutthe universe, condering thenewinformation theory.

Introduction

Space, time and matter consist of information and its essence is uncertainty. Information is equivalent
to action (product of energy and time), the law of conservation applies to both, and due to the
assumed uncertainty, particles communicate (interact) because they do not have everything.
Consistently, we assume that multiplicity and selectivity are properties of the real world. Every subject
around us has some information, and so is the universe itself.

What we can provdhat can't happeng it doesn't happen, so the information is true. That is why we
consider altime truths, such as mathematical statements, to be information. If their duration is infinite,
their energy is zero. In particular, the future mot dwritten downé in a way inaccessible to us, but is
dobjectively uncertaig; it arises unpredictably from infinityy whereby thefinitudes of the world
perceptions become connected with the infinite.

Expansion

In 1912, Sliphéf noticed a redshift of distant galaxies, which was later interpreteitsasioving away
from Earth. In 1922 riedmann’ was the first to use Einstein's field equations to theoretically prove the
expansion of the universe, and it is believed thatnaitré® came to it independently in 1927, who also
calculated the speeds of galaxy distancéemaitrés estimates were confirmed by Hubbleby
observation two years later.

Then thedcosmological principkeis assumed, which says that all galaxies are moving &wayeach

other. An imaginary -@limensional model of space is the surface of a balloon that we inflate with points
representing galaxies that move away in this way. | talked to my colleagues about such official positions
of cosmology so that they would ertually ask me about thattitude of dinformation theong (mine)

about all this. Here is my answer.

What | can tell are the speculations themselves, but there are more likely ones among them. For
example, in the aforementioned texflows of Eventsyou could notice that | distinguish two groups of
elementary particles, perhaps fermions and bosons, of which the former are at least a little more likely
to transform into the latter. Therefore, one should consider the universe of the majority of the first

1 see[1], 23. Action andnformation

®see[2], 3.19Flows of Events

'®Vesto Slipher (1875969), American astronomer

'’ Alexander Friedmann (188B25),Russian physicist and mathematician
% Georges Lemaitre (189066), Belgian priest and professor of physics
!9 Edwin Hubble (1882953), Americamastronomet
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particles, which isslightlybut constantly changing to the universe of particles of the second kir&b
the universe of mattebecomes the universe of space.

In that sense, the spontaneous growth of entropy refers to the substance, and the information that is
lost passes into space. To this unusual transition can be added the idea of a space that remembers what
| wrote about earlier in various seemingly indedent ways. Space grows at the expense of the
substance, but it also grows withiographies of particléshat move through it and do not grow.

The information theory | advocate may seem strange, because it offers an unusual view of the world
around usput it is not illogical. It is such that it requires some information in every free particle, and in
its extreme form in every phenomenon, including memories. In order for the law of conservation to
survive, for the present and the overall history of tHesed physical system we observe, it is necessary
to dampen the influences of the aging past on the present and make it equal to the loss of current
information. It's an eastask forcalculation

That there is a loss @in-goingsubstance, | said, stenfi®m an increase in entropy and a corresponding
decrease in information. On the other harttie sameis also a consequence of the principled economy
of information transmission, i.e. more probable occurrence of more probable events, which are
otherwise les informative. In other words, the present is evolving towards more likely outcomes.

A special question is where did so much of the present come from? From the point of view of
Heisenberg's relations of uncertainty and then the existence of noncommutagigeators from which

the corresponding principle of uncertainty follows, it is not enough to imagine the future of the universe
as a static warehouse of events from which we randomly choose outcomes. That would mean that
certainty exists but is not avabe to us. It would mean that we can deceive the noncommutativity of
the operators and Heisenberg's relation of uncertainty. Perhaps this consideration was exactly why |
switched from a moderate form of information theory to an extreme one.

The law of coservation is valid because the perceptions (us, the subjects of the universe, the particles)
are finite. For infinite sets, such a thing is not possible, because they are by definition such that they can
be its own, proper subsets. From infinity, the fingdarts can bedtorn offé indefinitely and it always
remains as it was. Therefore, we can imagine that the present arises from parts of some infinity
additionally uncertain ways, and even that these infinities are the mentioneiihvad! truths, and then
special types of information.

Sincethe free information that can travel as a separate particis)equivalent tahe action (product of
exchangedenergy and duration), atime information will have zero energy. In this way, we find that the
very begining of the universewhich isthe & ig Bangg B actually an unattainable moment when time
flowed at infinite speed in relation to ours.

Thus, we enter the second part of this story about the universe, which may seem like a special version of
its origin and spread, but which | would not separate from the previous one, at least for now.
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Relativity

From the point of view of any (average) moment of the past, we can consider that the time of our
present is flowing more and more slowly, for example, as ifane falling® into an ever stronger
gravitational field. Conversely, from the present point of view, the passage of time of the increasingly
older past would seermcreasinglyfaster to us.

In that sense, a traveler who would go back in time with a tineeiine could need an infinite amount

of his own(proper) time to get to the beginning of everythinip, the time of thed ig Bangt. Together a
relative observer from our (current) present could estimate the duratioid€ S (i Njpughéybys NI &
only 13.8billion years, or as long as we consider the universe to be old.

Because the relative time of our present is flowing more and more s|amg radially from us at
growing updistancesthe lengths seem increasing, we observe the distagof galaxies. lthis way, we

could observe thggoing awayof galaxies even if they are static. However, taking into account the
relativistic effects, we could get that they move away just as fast as it is necessary to cancel the
relatively faster flow of their time in tation to ours and relatively larger units of length.

Epilogue

It is amazing how inspiring this seemingly innocuous version of the universe was for the interlocutors,
for connecting and inventing various scenarios of science fiction stame)elievesme or not, it also
has mathematically interesting sequelBut about when the time comes

20 say to note that the laws of physics and especially the lawsmgervation can remain
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5. Dwarf Galaxies
February 14, 2021

What is your opinion about dwarf galaxies that might be withadark matteg in their entourage?; It

is one of the questions | get from colleagues regarding new cosmological research. The ones about
ogravity through time, which are gaining in importance with new knowledge, giveémy earlier
speculative answer on weight, are the topic of this story.

Small and large mass

| have a positive expectation about finding weaker masses in Spthes would not be accompanied by
dark matter. It comes to information theory as one of the additional hypotheses worth considering,
which follows from the following ttee settings. The fourth is the explanation.

First, conics (ellipses, parabolas, hyperbolas) are trajectories of motion causeddmstant central

force if and only if that force decreases with the square of the distance. This is a theorem that | also
proved (see [1])Then the statementollows that the field of force expands at the speed of light only if
the central force decreases with the square of the distance. It is known that the Coulomb force
(electromagnetic) has both properties.

Secondly, these are the planets of the solar system that move in ellipses, all except Mercury. Mercury
seems to be pulling its ellipse; its perihelion rotatebowingthe direction of Mercury's rotation, which
means that its exact path is not exactly elfipse. Thigdeviatiorg is predicted by the general theory of
relativity and is interpreted by the proximity of the Sun, that isthm®/strong gravitational fieldorsions

Third, our information universe has three spatial dimensions and three tempoed. When we take

four of these six (perhaps any) and declare three spatidt{ foo ) and the fourth temporal® Qo

the samé” Einstein'é® equations of general relativity will apply as Ki€pordon's (relativistic) quantum
mechanics. From this we draw the conclusion that a force acting through space could also act through
time (say from the past to the present, and perhaps vice versa) i€dngers of that force (in this case
gravitational waves, then their elementary particlegravitons) had their owfproper)duration.

Fourth,the light (photonsg particles of electromagnetic radiation) do not have a rest mass, time stands
still. Theytherefore exist in only three dimensions; say in the planes of their information and the time of
the observerFrom the upper (first) gravitons also move at the speed of light, except in the vicinity of a
strong gravitational fieldHence, a strong gravitanal field acts through its own timo, but aweakly

is not

Dwarf galaxies, therefore, will not have thédlark matteg as their companion from the past, if their
mass is insufficienfior a longer time Massive galaxies, on the other hand, will leavtrail in the past
that will attract them (the action of the past on the present), just as Mercury is more attracted to its

2| ike:https://phys.org/news/202609-physicistsmysteriousdark-deficiencygalaxy.html
*see [2], 3.30 Delayedr&vity
2 Albert Einstein (1874955), Germasborn theoretical physicist.
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younger positions that it finds in front of @dompared tothe older ones behind (stronger action of the
closer past to the pres#), and would make ifthe dark matter) to orbit around the present of these
galaxies like other bodies (I do not excludelthe possibility of the action of the present on the past).

Penetration through time

Where can | read about the action of grgviver time?¢ Another interesting question to me recently,
not by the same colleague but on a similar topic. It also refers to an earlier hypothesis, derived from an
older and as yet unidentifiednformation theong, in various forms and with differenbasequences.

For example, read the appendi®.30 Delayed Gravigyfrom popular information stories [2], | said. If it
seems good, look at more complex representations (in the formulas of general relativity and quantum
mechanics). In a short retelling, to see if it was worth reading, the conversation went somethitislike

The point is on Einstein's field equations
0 L K'Y @)

where three spatial coordinates can e ca @ @& @, and the fourththe time isco  "Qondth
imagnary unit (Q p), speed of light (approximatelg=300 000km/s) and durationd, actually the
length that light travels ithe given time. Another important factor is the KleBordon equation

_ — — — mf m (2)

of the quantum mechanics. Here  f @t fro o is a (pseudo) scalar function, in the general case
complex. Wherd is the rest mass of the particle, afd ¢hp ¢ @p @ Js Planck's constant, then we
canwrite this equation withm ¢* & ZQ If 7 is a real function, the KleiGordon equation describes
neutral (pseudo) scalar particles, and it complex it (2) describes charged particles.

Information theory is needed for a deeper understanding of tgenmetry of spatial and temporal
coordinates. As a starting point, | suggest you read a short populak@ek® Space and Tiraérom
driformation Stoh S[2]£This 6D spaectme universe should not be viewed éhree spatial and three
temporak coordinates, if it is possible to choose any four of themasidl declare threé¢ aspatiak and
the restonel atemgorak.

When we consider one of the lengths as the product of an imaginary unit, the speed of light and
duration @ "Qd) & thus becomes temporal. Due to the first of its factottime lengtté gets anew

reality by squaring and appears in the denominator of the gravitational force (which decreases with the
square of the distance). Fohe second in real time (of our order of magnides) that square in the
denominator makes the fraction terribly small (a very small number), wéggnoaching tazero quickly

and too fast every second. That is why this aspect of gravitational force is difficult to register, and then
even more difficultbecause it occurs only in very strong fields (in the immediate vicinity of the Sun and
stronger ones), in which Mercury is barely located.
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When asked why Mercury, | say that its orbit is not an exact ellipse, because the perihelion of that
cellipse is retreating behind the planet, which can now be interpreted as a stronger action closer to its

own past. Other celestial bodies farther from the Sun do not have that retreat, and all of that together

supports the theses about the neaction of weak gravityirough time.

To answer the question of where this (non) action came from, | said that ofdhe information theory
is needed. More precisely, we need therinciple of minimalisré of information, or more loosely, the
oprinciple of least actiofi(l consiler information and action to be formal equivalents) known in physics.

This principled minimalism is the cause of inertia. Mass hgsrdfger ©wn) time, unlike light, which
means that it personally penetrates through the layers of time, and tiembles due to the
mentioned principle. In order for gravitational waves (gravitons) to have such penetration, they must
move (at least a little) slower than light, and this could only happen within a very strong gravitational
field.

Namely, if the waves dhe field constantcentral) force travel at the speed of light then and only then

the force decreases with the square of the distance, and if the force decreases with the square of the
distance then and only then the trajectories are forced to be conldalvever, we have a deviation

from the conic (ellipse) in the case of strong gravity, but not in the case of weak gravity, which means
that only gravitons of strong fields travel slower than light and have mass.

Please note, these are still just (my) hytpeses from before, regardless of what recent discoveries in
cosmology add to their significance.

Gravitational waves

Gravitational waves are spatiene curvature disorders generated by accelerated masses. They were
proposed by Poincaf&in 1905, and lar in 1916 by Albert Einstein on the basis of his general theory of
relativity. They transmit energy as gravitational radiation, which Newton's law of universal gravitation
does not predict, because in classical mechanics it is based on the assumptiphytbiall interactions
propagate instantaneously, at infinite speed. They were experimentally measured directly for the first
time on September 14, 2015 as part of the LIGO (Laser Interferometer GravitatianalObservatory)
project.

As the gravitationawave (at the speed of light) passes by the observer, spaeestrains and distorts.
The distance between objects rhythmicalhlgreasesand decreases as the wave passes, and this effect
fadeswith distance. This is a recognized explanation of this phemon.

It is predicted that binary neutron stars as they merge, due to the very large acceleration of their
masses, can be a powerful source of gravitational waves. Due to the astronomical distance from these
sources, the effects measured on Earth becomey small, withwrinklesless than 1 tg 1, but they

are measured with even more sensitive detectors (accuracy wp t@ Tt parts).

2 Jules Henri Poincaré (198212), French mathematician and theoretical pityst
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They make it possible to observe the merging of black holes and other exotic deep space objects
inaccessible byraditional means, optical or radio telescopes. They could be useful to cosmologists for
observing a very early universe, before recombination (an era when charged electrons and protons first
became attached to electrneutral hydrogen atoms) when space svapaque to electromagnetic
radiation. Accurate measurements of gravitational waves also help in additional testing of the general
theory of relativity.

These are familiar thing&ut n our previous context, when gravitational waves move at the speed of
light only in areas afweak gravitg (solar system), while in areas @ftrong gravity they move (slightly)

more slowly, they resemble the reverse movement of sea waves traveling on the surface above great
depthswhen reactling the shore. The lower partfahe sea wave that enters the shallows starts to get
stuck on the bottom and the wave slows down. Inwardly, it is reminiscent of the process of a
gravitational wave which, leaving a strong field wher@iéts stuck in tim& accelerates to the speed of

light.

| note thatthe usualdproofe of speed of light of thgravitational waves$ considemaive.That whichsays

that the speed of these waves is equal to the speed of Jlightause in the event of the sudden
disappearance of the Sun, the gravity ofstlstar would still act as long as we see its lighfor
information whichtravels at the speed of light. This would then also apply to the sudden disappearance
of the sound source, because (alleged) information travels at the speed of sound! It i3 glesss, why

| consider thigmethod of provingiwrong.

Instead, | repeatthe gravitational waves move at the speed of light where they cause the movements of
celestial bodies along conical trajectories and vice versa, where those trajectories woudd oohical

their speed wouldhot be the same. This opens up some very interesting possibilities, but which are no
longer a matter of popular retellingfor now), so we'll talk about that another time when | check,
understand and arrange the formulas.
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6. Waves
February 18, 2021

Summary of sound, water and boson waves, witmenew speculations about the influence of force
field wavesespecially electromagnetic and gravitational

Sound

Periodic compression and expansion of a substance in a certaictidiv defines a longitudinal sound
wave. Its direction is from the source to the middle of the oscillation, as sethe picture on the left.

dilutions This vibration energy i
' normally  transmitted
through space at speec
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Where / and “Y are
respectively the wave
length and the period

: of local oscillations, di
pressures | | lutions and thickening

of medium; L (in the figure). The

1: i ol 3"\___;-/1'-_\; - medium pressure frequency "Q 'Y is
' the reciprocal of the
period. These local pressures are shoamthe bottom line in the form of a sinusoid

FromHooke'$® law of elastic force’®  Qand Newton'é® second law™© & &), and considering
the acceleratiorv 'Q oj ‘Q 0 of massh , we obtain the differential equation

ad— Qo m (1)
movements of the abscissaduring timeo. The solution of this equation (1) is a sinusoid
w06 060[8To., )
"¢ so-called circular frequency.

where0 isthe amplitude 6f the oscillatiors) and

The circular frequency defines the number of dilution and thickening cycles per unit time, and the
amplitude of such waves is equal to the wavelength (/), so for the kinetic energy of oscillation of a
particle of mass& we can write

o — —. 3)

% Robert Hooke (163%703), English scientist
%% |saac Newton (1642727), English mathematician and physicist
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The sound sourcey compressesio work & -"Ow - -® , and this elastic state then

turns into stretching and transfers energy @ym which we get (Y4 . The sound lasts as the
source consumes energy while working and the transmitted energy of the oscillations is replenished.

The amplitude of a sound wave determines what we perceivioagness Sound intensity Qis the
average speed of energy transfer per unit area perpendicular to the direction of wave propagation,

0o —, 4)

where” is the density of air (kilogram per cubiteter), andv is the speed of sound. Intensity the
amount of energy emitted by a sound source in one second through an area of one square meter
perpendicular to the direction of propagation and is measured in watts per square meter.

Due to the analog with action,or information, we can write that thevolume (intensity)felt by the
human ear is proportional to 1 T—Qwhere in the numerator (numerus logarithm)tie intensity @),

and the denominator is the audibility threshold. TWelumeincreases with the density of the medium

by which the sound is transmitted and with the amplitudeHowever, in spreading in all directions,
spherically, the density of sound energy decreases with the square of the radius, distance from the
source, and ths the volume decreases.

Water wave

Waves propagate through the surface of water due to its tension, gravity and the forces of restoration
(which pull the body into equilibrium).In the

picture on the right, there is a surface disturban

that spreads in concentric circles, oscillatin =

transversely (perpendicularly) to the wa\ (=)

directions with noticeably smaller amplitudes ai
slightly changed wavelengths.

Again, the angular frequencylis ¢“ 7Y where
“Yis the period of oscillation, the wave numb
Q ¢ 7T/, where/ is the wavelength, so putting
g Qw1 Omeans the angle in radians, wheiss the path of the wave duringy we have

h O00EF} (5)
a sinusoid representing wave propagatioithe anplitude 0 is now perpendicular to the wave
propagation direction, and the (phase) wave velocity is] 7Q
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You can find further performances of the properties of water waves in various piaaed here will
just retell some results. One way or anotfferfor the square of the velocity of waves on waters of
various depthgQand gravitational acceleratio® «®m/s?, we usually find approximately

. I A 7+ g
V] —OA I—/E (6)
The following expressions apply to the hyperbolic tan§ent

OAWE— & — — — E, foras -, (7)

e and the graph of that function is in the picture ¢

1 the left. As can be seen, the hyperbolic tangen
an increasing function, froml to +1, so it stand:
asthe fraction coefficient in formula (6) where

1 achieves a reduction of the first factor, the me
expression of velocity.

In waters of great depth in relation to the wavelengthfor the square of the wave velocity can be

obtained and

A

b - — )

where[ is the surface tension antl is the density of water. These difference$ (approximate)
expressions for wave velocity arise due to different influences that we can ignore and the mechanics of
water waves at different depths. In both of the following ireagthe flow of the wave is from left to

right and both show the circulation of water particles. On the left is a wave in deep waters and on the
right in shallow ones where the destruction of that circulation can be seen.

>
- >

27 Coastal Wikihttp://www.coastalwiki.org/wiki/Main Page
B \wawes in Waterhttp://web.mit.edu/1.138j/www/material/chap-4.pdf
*The Serbian expressiondso0 kb
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Formula (8) is more interestirig us in the following three cases: the speed of the waves: when it comes
to the ripple of water in the shallows, when we have long waves in deep water and when long waves
reach the shore. Then additional approximations are useful.

The first is the casef small water waves whose speed depends on the wavelehgtid is dominated
by surface tension forces that move these waves along. There are also gravitational forces on these
small humps of water, but they are negligible. For such, the speed is appitexim

v - 9) (

Thus, in ripples, water of shorter wavelengths, the second collection (8) dominates.

In the second case, for long waves in deep water, the first term (@pie important and the speed is
approximately

Il

10) (

In deep water the surface tensigh is too small to be important. The densityis also irrelevant,
because whae it increases; the force acting and the mass moving the wave grow together, without
affecting the response time of the water in front of the wave front.

In shallows, when the wavelength is much greater than the depth of the water, and this much greater
than the amplitudg(/ 1| "Q 0), the speed of the wave is approximately

b ™ (11)

Bores® are a special case of shallow water waves. The bore can be easily made in a long narrow trough
of water by sweeping the water at a steady speed using a wide paddle.

The energy of water waves is provided by the kinetic energy of the wind, mostly. Acctodi®), with
higher energy input, higher velocities and higher wavelengths occur, and further, higher wave velocity is
affected by higher depth, because the kinetic energy

0 — —OALE (12)

whered is the mass of water in the wave.

Waves of higher energy will push those with less energy, on average, so it can happen that sea currents
go with theirown ways and that surface wavego from greater depths to smaller ones, slowing down.

This is especially true where the dep€is not too great (see the graph of the hyperbolic tangent) and

the water suddenly becomes shallower.

*® Tricker, R. A. R. (1964), Bores, Breakers, Waves and Wakes or Barber\\Mely, &. (1969), Water Waves.
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Wave refraction

It is a general phenomenon that waves turom environments of higher speeds to environments in
which they move more slowly. In the case of water, we understood that waves of higher energy push
those with less enerdyand that from greater depths they tend to smaller ones, so we can expect them
to turn towards environments where their speed would be lower.

In a more general case, we could refer to the vkelbwn deast action principleéand confirm the above
cenergy reasoéialong the way. Physical action is a product of energy and time, so sigatfoequal
time will spontaneously lead to the unfolding of lower energies and, when it comes to kinetic energy
to lower speeds.

However, the classical ways of determining the refraction of waves at the boundary of the midpoints of
their different velaities,0 andv , are mainly reduced to geometric and common analytical methods of
proving Snell's law:

O Db OEIDOETN (13)

The angles and? are the inclination of the directions of wave motion towards the normal to the
boundary of the midpoints before and after the deflection. | have dealt with simpilaves? and | will
demonstrate something similar here.

In the figure on the right, the asmed wave
velocities arev 0, so from (13) follows
OET OET and hencel 1. So says Snell

law, which weshallnow prove. Vi

In the case of light, when, as in the given pictu
0O U, where in the lowermedium which we
calldoptically denset, its movement is slower.

From the uppemedium,from the directiond Bwith the speedd the wave reaches the boundary line

0 O0and continues the movement in the lowenediumwith the directiond @with the speedy . The
normal on the horizontal boundary are two dashed vertical (mutually parallel) lines, with which the

directions of motionp Band0 ®form angles andf respectively.

Long parallel lines, such as 6 or 6 ‘Q represent wave fronts, with spacingetween parallels
corresponding to wavelengths. As the figure shgpthie refraction of a wave from a larger to a shorter
wavelength and the same frequency, according to the formula/"he wave passes into thmedium
where it has a lower speed.

* unofficial interpretation
2 . p ¢x o Ty h 7~ a~ i https//Miwratademia.edd/31@1B58LHz NJ H A MT U =

—- J— - -
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The acute angle at the vertéxof the right triangled 6 @s alsd , and the acute angle at the vertéxof
the right triangle6 6 @f ¢ because the angles witmutually perpendiculaarms are equal (or are
supplementary, which is obviously not the case here). However, the same wave sweeps the same path

® 6both as the upper and as the lower, at the same timehere when the upper crosses the paihd
with speedd thenthe lowercrosse ‘Qwith speedd . From:

66D6 0 OEIDOEI]
bobDbo OEIDOEI]
and afterreductionthe time dwe getthe Snell's law(13).

That Snell's law can be obtained on the basis of the principle of least time consuntpgowave that
passes from the upper to the lowenedium whichyou can see in the sanmay article. This evidence
should be distinguished from, only mentioned here, by the principle of least action, but it should also be
distinguished from thé&energyreasort with which ths subtitle was started.

Boson waves

Unlike fermions (e.g. electrons, protons, neutrons, muons), bosons (e.g. photons, gluons, W and Z,
gravitons) have an integer spin. The Pauli prinéiglees not apply to them either, which saysat two
identical fermions cannot be found simultaneously in the same quantum state. Bosons are therefore not
pushed as sounttansmitting molecules and are generally pickier in interactions.

Like light, bosons interfere but do not communicate directly. iBterference, bosons can increase
visibility (observability), but they do not suppress each other or directly exchange energy in the way of a
wave of a substance.

For example, the electric field of an electron induces a magnetic and vice versa bypglefincentric
spheres around the electron and vibration which we call virtual photons. As the radius of the sphere
increases, its amplitude and the probability of the action of the corresponding virtual photon on a
possible second charge decreases whenvwhgelength and momentum remain unchanged.

If the spin of a given electron is-, the spin of a virtual photon is p, and the spin of another electron
is -, then an interaction can occur, which causes changes in spiomentumsand energies. By
exchaming, the virtual photon becomes real, and the given second electron also receives a spin of

and -, respectively. They bounce due to the transmissiomomentums like two boats on the water

when we throw a bag of sand from one to the other. Theesmal shape of virtual photons corresponds
better to Coulomb's law than the lineaf the Feynman diagrams.

2], 3.11 PaulPrinciple
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In the following, a given electron, now spin-, can emit as real only photons of spirp that could

react only with the electron spin -, changing its spin to -, and the spin of the given electron to-.

This returns the spin situation to the previous one, with additional electron repulsion with each new
momentumexchange. It isaguelywhether all virtual photons of one electron have thkame spin, the
same wavelength and momentum, or whether their emissions are also random with all the more limited
possibilities of interaction.

The reverse course of time of some particles was seriously considered by some founders of quantum
mechanics, sch as Dirac with positron (1928), and this idea is still considered open by many. What we
can add, according to information theory, is that we are in a 6D universe of parallel realities. The
possibilities are a continuum of many, but their realizationsncd be more than countless infinitely
many. Following this strange plot, the idea of time inversion becomes even stranger.

| remind you that due to the assumption of the universality of information, and uncertainty as its
essence, the universe of posiiiies is not a static warehouse of 6D events through which we randomly
travel in the 4D world of reality. That thipourney has additional profound unpredictability is dictated

to us, among other things, by Bell's theor¥ni1964) according to which theery idea of causality
believers about the "hidden parameters” of quantum mechanics is contradictory, even if such
ansufficiently causadlcauses wer@ot approachablédo us in any case

In so many coincidenc&s the old idea of the reverse flow of time less vulnerable than usual. The
particles of the opposite flow of time that we see exist in countless realities around and wherever we go
we come across their realizations. In other words, the positron of our world is part of an uninterrupted
series of psitrons that we encounter in whatever future we turn to.

Additionally, the probability of randomly selecting the same patrticle from a continuum twice is zero.
Moreover, there is a zero probability that we will-select the same particle from countlestinitely
many attempts¢ from the continuum of possibilities. So many times the continuum is greater than
countable infinity that everéreturninge to a given event of the past would be an incredible event. On
the other hand, if something is already beittgpsen, it must be chosen.

The basis of this story is in set theory. Countably infinite sets are natural, integer and rational numbers.
The set of real numbers is innumerably infingethe continuum infinite. The chance of randomly
extracting the previosly mentioned rational number from the continuum of real numbers is zero, and
the probability of hitting it at least once in (countable) infinitely many repeated attempts is zero. But
with each attempt we will draw some number.

Positrons, like otheelementary patrticles, are just so dumb (impersonal) that we don't even notice their
differences from some future there, or parallel realities. That is why this idea (of opposite currents of
time) is as resistant to criticism as it is fantastic.

% 2], 2.23BPRParadox
% [2], 2.15 Dimensions dfime
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Therefore thinking consistently further, for example about the electromagnetic field and its photons, in
the supposed way we engage in speculations about the future and the past. The two electrons have the
same flow of time and the photons that mediate their comniuation define their comparative present.

On the contrary, an electron with an elementary particle of opposite charge (positron) has the opposite
course of time and the previous reason for the repulsion of two electrons becomes the explanation for
the attractionof the electron and positron.

A different speculatioff will lead us to similar results. Let's say it's based on the assumption that the
speed of light becomes just as smalas the universe gets bigger. Due to the limited speed of light,
electronsare always seen with a time delay; looking at each other's past the older thdgrgjedr, so
trying to getmore away they actually turn into an optically denser medium. For now, | cannot say for
sure that such an idea will not become part of a broadeoiry with the previous onegsl do not single

it out in a separate storyAlsq | do not want to pay more attention to it for now.

The next and last of today's speculations about boson waves is just as strange as the previous two and,
at least at firstglance, just as independent of them. It is especially interesting in the case of gfgviton
which should have a spin of¢ andsuchbe completely unusable for interactions with, say, electrars (

any fermions of thespin-). By merging such, none of themould be formed, because the resulting

particle would have to have a spin of 1.5 or 2.5 due to the law of conservation of spin, which makes
gravity a macro phenomenon.

A wellknown lesson of the theory of relativity is that mass defines the geometrgaifesand vice versa.

The fact that gravity is a universal phenomenon (in the macro world) only obscures one fact that we are
now discovering, that each individual fieldgdugebosons (those that define a field of forces) could be
attributed a special meic that would apply tdts chargereactive particles.

Thedspacetimeé metric of the electromagnetic fielthat makethe Coulomb force would be such that
the geodesics of the electric charge would be trajectories corresponding to the movements dug¢ to tha
force, and in the case of a combination of different forces we would calculate theagtult

This idea is based on the w&hown views of higher algebra and functional analysis. Hence, we know
that on the (same) vector space, different nathcan be defined, and on these, different appropriate
metrics can be obtained, arttien the different metric spaces can be obtainemb, as well as vice versa.
Such an addition to the theory of forces would explain reality to us at least as much as itimtalky
complicate the previously known calculations of motion. Butvould not contradict correct theories
because neither algebra nor analydises it

Finally, we notice that the second of the speculations mentioned here also applies (perhapjity. g
Namely, if the speed of gravitational waves in a strong gravitational field is at least a little lower than in

% Big Banghttps://www.academia.edu/45088060/Big_Bang
37 [2], 3.27 Graviton
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a weaker on&, then the masses could bédeceived and turned towards thedoptically denset
medium, because they are waves themselvesl gravity is a universal macro phenomenon.

% as discussed ifi] or Dwarf Galaxiedittps://www.academia.edu/45118779/Dwarf_Galaxies
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7. Size of Cosmos
February 25, 2021

On modern cosmology and from the point of view of future information theory.

Introduction

The cosmos is an unlimit&dspace around usThe secondhame is universe. It isonsidered to be built
from space, time and matter, perhaps from ideas such as mathematig;sgr from information whose
essence is uncertainty [1].

With the naked eye we can see about 5,000 stars, glowing celestial bodies similar to the Sun. The
distarces between the stars are huge and are measured in light years (ly), roads approximately 9.6
billion kilometers long that light travels in a year at a speedofo Tt thousand kilometers per second.

By the way, the astronomical unit (au) is the averdgance of the Earth from the Sun (about 149,600
thousand km). Parsed (pc, about 206 thousand au) is the distance from which one au is seen at an
angle of one arc second, and mega parsec (Mpc) is one million parsecs.

We see 88 constellations in the si@ig and Little Bear, Scorpio, Sagittarius and others), but we group
the stars more naturally into clusters (constellations) which are parts of galaxies, and these again form
their clusters.

The sun is on the edge of one of thpiralsof our Galaxy cald the Milky Way. We are about 26
thousand lightyears from the center of the Milky Way whose diameter is estimated at 100 to 180
thousand ly with 100 to 400 billion stars and at least as many planets. The matter of the Galaxy in its
wider scope orbits ab speed of about 220 km/s with a uniformity that is not in accordance with
Kepler'é® laws. With stars around us that are close to 13.8 billion years old, as much as the universe
itself, we are moving at a speed of 600 km/s in relation to extragalacticartes.

In 1916, Einstefti predicted the expansion of the universe with the general theory of relatittign in
1924 Hubblé? noticed that there were galaxies other than ours, and witamaitré® (1929) he
participated in observing and defining the expmmsof the universe, what is call@tubble's law**

v Oi. (1)

Thisv is the average speed of galaxies moving away from us expressed in kenfee distance from us
in kilometers, andO @ & km/s/Mpc (kilometers per second per mega parsec) is the Hubble constant
derived from recent measuremerifsof cosmic microwave radiation. When the Hubble constant is

¥ Zeilik & Gregory 1998

“° Johannes Kepler (1571630), German astronomer and mathematician.

*! Albert Einstein (1879955) Germanborn theordical physicist.

“*2Edwin Hubble (1882953), American astronomer.

*3 Georges Lemaitre (189066), Belgian Catholic priest, mathematician and astronomer.
* https://en.wikipedia.org/wiki/Hubble'slaw

*® https://www.space.com/hubbleconstantmeasurementuniverseexpansioamystery.htm|
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estimated based on the redshift, slightarger numbers are obtain&l shown in the following graph.
These differences confuse modern cosmology.

3)( 10‘ EE I I I I [ I I I I [ I 1 1 1 I 1 1 1 '|.,~' I I_
| @ [-band Tully—Fisher o __26.5'_'
- « Fundamenial Plane P A
o~ - & Suriace Brighiness 4 -
o L Sunernovae Iz " - -
Q " SUupernovae ia - g .-
2 2x104 o Supernovae II IS s il
by - N L .
-—’.:1‘ - - - -
U “‘ - “,"
- P v e
,% 104 D K74 y
= u| B )
) 8 PR TN N [N T NN T SR N 1_
8. 0 - = | & & &% & | 3 |:
2 100 | H, = 72 3
© 80 F _ § 3 -
= [ BN I E 5
B 60F ' -
2 40k =
=O - 1 1 1 I 1 1 1 1 I 1 1=
0 100 200 300 400

HST Key Project 2@y Distance (Mpe)

In 1933, Zwicky was the first to discovetdark matteg, noting that the stars themselves did not
provide enough attractive gravitational forcés the rigid rotation of galaxies. The differences between
theory and observation that were then observed in other galaxies were supplemented by dust and
generally known dark celestial bodies that we do not see with telescdpas with better technology

and astronomy it was realized that this was insufficient.

Distances

Due to the limited speed of light, the twazeopletalking across the table are never in exactly the same
present. We look at the even older past of distant galaxies with a telescopsephrceivedpseude

realities can be represented by somi¥ the ¢system of perceived commonly calledd LINE LIS NE 0
coordinates because fictions also belong to the world of informaffon

*® https://www.cfa.harvard.edu/~dfabricant/huchra/hubble/
" Fritz Zwicky (1898974), BulgariaiSwissAmerican astronomer
“8[2], 3.21 Fiction
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In addition, we believe that the times of distant celestial bodiest some astronomeiobserves run
parallel to the present ohim, and that all events, which he cannot see because they escaped into the
future of others, belong to a different systeflY of dcomparative coordinatgs cotmmmonly called

G 02 Y 2 Phhigadditidnal system is also a pseutsality, inaccessible to direct perception.

The third assumption we need is thieosmological principe also the official hypothesis, that an
observer to whom the universe is isotropi@nd homogeneou$ can be imaginednywhere in the
universe. We call thermomovingd K S NBcorhparatige .&n addition, cosmology definesieomoving
coordinate syster ("Y) in which these observers rest. Cosmological time is added to eatimoving
observer. With this in mind, we deg two types of distancés

Thed LIS ND $raip@BeRdistanceY is the remotenessbetween two regions of space that a given
astronomer observes. As the universe expands, pgeceivable (proper)distance between two
comovingobservers grows over timeand what they see is the older past of the other. For official
cosmology, this treatment is al¥otheoretical, because we do not know the currefmresent) i.e.
comparativeor comovingstate ofthe objects. Light needs time to travel from somewhere,idgrwhich
the universe expanded, and based on observations, we calculate the appropriateiogny .

Conparative distance is the distance expressed by owing coordinates. Thecomoving distance
between the two regions of the universe remains constantly the same const, while the observed
(proper)changes with time. Hence the equation

Y O oY 2)

where the time functionw 0 is the scale factor. At the time of th#Big Bangit was® T, and it is
assumed that in the current cosmological time p. In other words, at present both distances have
the same value.

The change in the observd@erceived,proper) distance over time is called the recession ratefor
which we find:

DO wWo'Y VoY o (3)
where'O0 @O & 0 is placed. It is Hubble's law (1), now less static.

Thefollowing figuré® shows, on the lower line (comoving distance) tiagliusin giga light years (Gly)
and on the upper line in giga parsecs (Gpc). Cosmological times are shown on the left vertical axis, and
the correspondingscalefactors on the right. Oblige lines at an angle of 4Bepresent the rays of light
we observe. The vertical line in the middle is our world line @dnygobserver in our place), and the

“sotropy (Greek * ~ dequakE _ ° ¢pathé) ¢ equality in all directions
*® Homogeneity equality through volume, at all points.

*! https://en.wikipedia.org/wiki/Comoving_and_proper_distances

°2 50 she recognizesass a pseudaeality

%3 https://arxiv.org/pdf/astro-ph/0310808.pdf
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horizontal I NJ S R no@#e) ridefans the current cosmological time (13.8 billion years afterBlge
Bang). We are now at the intersection of those two.
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Dotted verticals aredcomoving regiong that should be drawn from the point of view of observed
(proper)distances to expand, to disperse in relation to us (away from the middle vertical). Hgrauth
shown from the point of view ofcomovingdistances and therefore they are all vertical. The rounded
line that goes around our world line is tidelubble radius, and the areas inside are recession velocities
less than the speed of ligiij areas outside are speeds greater than

The upper line of the image shows that the observable universe is @gh®Itq@iga parsecs, or the same
at the lowert @ in billions of light years, arft 1 p 11 meters, in all directions.

Cooling

More likely erents are more frequent and less informative. The first is indisputable (I guess), and the
second | believe can be understood without talking. In,thve notice the universabsaving of
uncertainty€ of nature, which | call théprinciple of informatiod. Then we see it in the aspiration of
entropy for growth. The spontaneous transfer of heat from a higher body to a neighboring lower
temperature body, known as the Second Law of Thermodynamics, is the effort of molecules to reduce
the camount of uncertainty in their oscillatiors.

By transferring the energy of oscillation of its molecules to the environment, the substance gains
entropy, cools, and now we notice that it also loses information. This general frugality with options and
unexpectedness is an effofor non-communication, or nofaction, for sluggishness, and | call it the
principle of information.

It is also present in the pursuit of growth entropy! Namely, the spontaneous transfer of heat from a
higher to a neighboring lower temperature body, knowas the Second Law of Thermodynamics, is
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actually directing the molecules towards reducing temount of uncertaintg in their oscillation. By
transferring the energy of vibration of its own molecules to the environment, the substance entropy
grows, subg&ncecools down, and now we notice that it also loses information.

The universe is coolingdt.is already at only a few degrees Kelvin, so only a little above absolute, zero
when (so to speak) the movement stops. Modern physics holds that every movetogstat absolute

zero (not exactly, but let's say they are close). In thealted The BosEinstein condensate, which is
considered to be the fifth state of matter, a very dilute gas at a temperature close to absolute zero,
reduces the kinetic energyf the atom. Getting such is becoming a routine thing in better laboratories,
and what is important here is that the light there can be significantly slowed down, that its speed can
drop to below 20 meters per second!

Well, the universe is expanding and gmtropy is growing, but we can say the opposgealso true
Moreover, we can equate statements, consider them equivalent, that the universe is cooling, the speed
of light (presen) is declining, and that we are seeing the universe getting bigger! Walsarsay this:

the entropy of a substance increases because the information of the substance decreases, and that is
because the missing information (in equal amounts) goes into space. Also, because the information of
space is higher (they are particle®) the space is getting bigger, the paths between galaxies are getting
longer. Or, the universe is becoming rarer (substance).

Epilogue

This is a sequel to the Big Bang styrand a further sequel should be perhaps the metrics of the
cosmos. | say intgionally in the plural because it is already clear from the attached that there are more
of them. For example, these include spdtee comparative coordinates, observable, comparable from
the point of view of a given astronomer. It is noticeable that modeosmology looks more like science
fiction than dry science, but that is exactly part of its charm. We shouldn't touch her hastily; we
shouldn't removéts magic, at least until we are very sure of what we are talking about.

> Big Banghttps://www.academia.edu/45088060/Big_Bang
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8. Metrics of Cosmos
March 1, 2021

The basic spaetime metrics of the theory of relativity, Minkowski and Schwarzschild, are presented,
with the intention that the text be an introduction to the sequels. Comments from the standpoint of
(my) information theory have also beendsetl.

Introduction

The figure on the left shows the Cartesian rectangular coordinate system (xyz) and in relation to it the
¥/

Sphericalw® 1,0 —w ¢)withties
w 1OEAT0
x(1,0,0) 6 1 OBOE]
)/ G 1AT-O

The square of a linear elemerf@)x, is calculated
according to (Pythagorean theorem) formulas
@ qQ i o OEFO
The same result of this infinitesimal lengt@ %is
obtained by using consistently any of the tv
y given formulas. We introduce the fourthy QO
time coordinate as the path that passes lightla
speed of approximatel}®o o Tt thousand kile
o meters per second (km/s) during tintemultiplied
X by the imaginary unit('Q P).
The corresponding element of flat spatime thus becomes:

(O TN A Y0’ 1)
and such was first used in the special theory of relativity. That is MinksWsketric.

For example, let¥dbe an inertial coordinate system moving uniformly rectilinear (at a constant) velocity
0 along the abscissa#and waxes) with respect to the reference systé#ilrhe linear elementQ eand
‘Q i are equartespectivelyto the observer's (which rests Tigeandto relative (which rests iiy. Hence

Qe dA
Asproper one is in@st 1), and the relative one is moving at spead 'QQ oit will be further:

*® Minkowski s@ce,https://en.wikipedia.org/wiki/Minkowski_space
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and from there

Q0 —. (2)

This is a weknown formula of the special theory of relativitfor the dilation of time. As long &> of
its own (proper) time passesQ @f relative time passes, and &0 'Q&follows from (2) whenever
0 T, the properclock(of one's own is late for the relative observer.

It can be shown that the relate lengths in the direction of motion are shorter than thphoper as
many times as time slows down. Units of length perpendicular to the direction of motion do not change,
so spacedime remainsostraight, zero Gaussian curvésNamely, the longitudindine of motion is a
circle of infinite radiusi(© Hb) and its reciprocal value is zefb pji © m).

Schwarzschild metric

Solving Einstein's general equations for the central symnigravitational field, Schwarzschild (1915)
found an expression for the distance

94 — i o OElo P — O, 3)

wherei  ¢"OU® is so-called Schwarzschild radius, in the following figliren the right, with the
universal gravitational constai® ¢fp X T p ™ m*kg* s?and the mas$ of the bodygravirtatio-
nally attracted.

As can be seen from the given exjason,
if the observed object were at a distanc
of the Schwarzschild radius from tt
center of forcej 1 ,in the denominator
(first addition) it would be zero, s
expression (3) would not make sens Ep NI TIle

Therefore, the distance i is the radius : Event Horizon
of the sphere, called théevent horizos, Radius

with the dblack holé inside. At that y/ Black Hole
boundary, the event horizon, relativ

radial lengths and time disappear. Singularity

In generd’, suppose we have one remote observer in systeémith a flat metric (1) and one in system
“Ywithin a gravitational field with a Schwarzschild metric iQ3)ill be:

*%[8], 1.1.7 Special relativity

> Gravitation Multiplicity https://www.academia.edu/44936839/Gravitation_Multiplicity
*8[8], 1.2.10. Schwarzschild solution

%9 https://universe-review.ca/R 151 7-relativity03.htm

8 https://universereview.ca/R15L 7-relativity03.htm
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M2 0P p — A 1TOW p — 0D,

where the substituionW Q— OEHFQ was introduced,otherwise common for shorter
writing. When we assume that both observers are at rest, all lengths will be'@8ro Qi 'QV 1)
and we get

Q0 —. 4

The gravitatbnal field slows down the passage of time. If the observer in the field (in sy$teneircling
around the center at the speed 1 W ‘Qothen an additional deceleration follows from the same
equality

Q0 ——. (5)

In contrast to the movement within the field, the movement of the remote observer (syS¥awith
the speedd 'QgQ aand the rest of the internalkfi 'QV ), gives

p — X2 p -, (6)

which means thatany deceleration of timeby a gravitational field has some equivalent in inertial
rectilinear motion with a corresponding velocity @ i ji outside the field.

Here it is &0 possible to show that the gravitational field shortens the radial lengths (in diretion
center of force) as many times as tim® slows them down. The lengths perpendicular to the radials are
the same and that is why we say that the spéioge of the gravitational field is curved.

Creating space

Those random events that happen more often are more likely. It is a description of the frequency,
nothing special, but the more probable the event, the less informative it is. When we know that

something $ going to happen and it is happening, then it is not some big news. This is the origin of
nature's principled tendency towards less informative random events, its need rmhitinformation if

it does not have to, and to avoid communication where it.can

The idea of the development of the cosmos towards greater certainty requires that we see its
beginnings in greater uncertainty, and also to ask the question why the overall information has not
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disappeared for a long timaga The answers to thiguestion are the law of conservati¥nand the
(hypo) thesis that information is the basic elements of space, time and matter.

Information is a growing function of the amount of uncertainty to which the law of conservation applies,
and in the choice of mesre there remains the freedom to associate information with entropy. The first
decreases in principle, while the second increases spontaneously (we know from thermodynamics) and
it is possible to tighten their connectién but that does not matter for nowThe more important issue

is the paradox of the disappearance of information with the law afatsservation

Hartley (1928) defined information on equally probable random events as the logarithm of their number
(O 1 TOQ It turns out that the state duncertainty before realization and information afterare
equal, which is not new for the mathematical theory of information and communication. It is not a
novelty that uncertainty is formally a type of informatiaitsq but it isnew statementthat the principle

of minimalism gives priority to potential ovactiveinformation.

That notrealizing theuncertainty will have at least a slightly higher probability thesrealization, ie
inaction over doing, leads us to understand the law of inertia usirlg mentioned principle of
information, and in general to notice the equivalence of information and physical &ctidhis is a good
basis for the following two important theses. Spontaneous growth of entropy refers to the substance,
and the information hat the substance loses goes to spdicee. That is why space and time grow.

Another way to draw conclusions about the growth of space would b@écumulate biographigésof
elementary particles that travel through space, whidio not grové and their histories have nowhere
else to go in thesinformation dzy’ A @ SINEote ébout it earliéf. The halperiod of decay of some
elementary particles, especially fermions into bosons, would again be the third story.

Deep space

What the astronomer views as @leep universé consists of layers of concentric spheresabder
histories that have larger radii. The development of the universe, which is otherwise in line with
information theory, makes the cosmos not symmetrical in tifrieis alreadyin space. It is a feature that
makes the geometry of long distances different from the loited Schwarzschild. a

The distances from astronoméo the galaxies are considered isotropic (uniform in all directions) and

f SGQ& & keptable.KButihe &nivdrs® is expanding and distances are growing. The journey of an
object through an imaginary circle, through places visible to the astronomer, in an effort of the traveler
to maintain an equal distance to his observer, would end inialsgimilar to Archimedes. It defines the
geometry of the observabl@roper)universe as hyperbolic.

®1[2], 1.14 Anmy Noether

%2[2], 2.24EntropyGeneralization
®3[1], 23. Action andnformation
%4 2], 2.18Pillingof History
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Namely, the circle thatould the astronomerd LJS N Safodhdl {inthgined) would have a greater
length, which means that the ratio efrcumferenceand diameter of such is greater than pi ( ofp J

and that the geometry of the deep space we can look &ts anegative Gaussian curve. In the next
picture, in the third figured ® ), the ésaddle surfacgéis shown. On such a surface, a drawn
circle(geometric place of points equidistant from the center) would be twisted and stretched. The ratio
of its length(circumferencé and radius would also be greater than pi.

All Lobachevsky geometries, which are called hypefBpkce like that. They have a negative Gaussian
curve, because the radii of the circles inscribed in thatually perpendiculamplanes of the saddle
surface are finite and in opposite directions. In the middle figure of the image, regardless of the fact tha
the surface is wrapped in a rotb( ® ), the space is Euclidean. The circle on it that would represent
one of the axes (ordinate) has an infinite radius, which makes the Gaussian curve zero. That is why such
a surface could always be unfolded into ar#, with circles whosperipheryand radius ratio is pi.

m
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Finally, on the first figured( @ ) is a spherical geomettywhich we also calli®nannian. The
circle describedon the sphere would be shorter than the Euclidean one and the ratio of its
circumference and radius would be smaller than pi. Simileudyld be witha circledrawn around a
centrally symmetric gravitational field, the aforementioned Schwarzschild solution of Einstein's general
equations. Radial units of length (directions throubh center) are shortened and the amount of radius
becomes larger, but the vertical lengths (circular around the center of the field) are the same, so the
ratio of the perimeterand radius of the circle is less than pi. The Gaussian curvature of sucketgesm

is a positive number.

Epilogue

Only now are the most interesting parts coming (and the most difficult calculations), but in order not to
be too extensive, | cuthe story. In the continuation, there should have been at leBsedmannand

% Hyperbolic geometryhttps://en.wikipedia.org/wiki/Hyperbolic_geometry
86 Spherical geometnhttps://en.wikipedia.org/wiki/Spherical _geometry
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Godel'smetrics, as two historically most important solutions of Einstein's general equations for the
cosmos, and then comments from the standpoint of information theory. However, cosmology has
developed in the meantime, and with the theory of information, new nemts are emerging, so these
classic publications require more attention. Once we discuss all their differences (if ever) then we could
run through similar issues.
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9. Metrics of Cosmos I
March 6, 2021

Question The universe is expanding, more and more galaxies are leaving us faster and faster, but are
that why’’ time flows slower than ours?

Answer. | don't know for sure, I'm waiting to see some measurements and working on assompf it

were that in distant galaxies moving away from us time flows (approximately) as fast as ours and that
their units of length are equal to ours, and that ttheory of relativity also applies there, then if those
galaxies are at rest in relatido us their time flowed faster than ours and the radial (in the directions
from us) units of length would be greater. This difference would be such that it can be reversed with
relativistic (special theories) time dilatations and length contractions.

Question: On what basis do you draw such an unusual conclusion?

Answer. It is a long story. First read.2.8 Vertical Fallfrom the bookd&SpaceTimeE[2] and notice that
the same procedure can be applied to deep space.

Then seedExample 1.2.12. Derive thgchwarzschild metric from (Einstein's) field equations, starting
from

(o} Q o™ QO a i OEF> i 0, 1)

whered i andd i are unknown distance functiong, in the following Notice how widely the initial
conditions are set in the example, and that they still give the Schwarzschild metric in the end.

From the point of view of the distant past of the universe, we leave endlessly, our present in relation to
a very old one behaves agen we look from the outside at a body falling into a strong gravitational
field, someone that would constantly sink to the horizon of a black hole and never, in our time, it would
not reach the edge at which (in relation to us) time stands and radigtherdisappear, become zero.

Conversely, from the standpoint of our present, the distant past of the cosmos is on the edges of the
space visible to us and further, to which we could not travel because it would constantly flee from
passengers at the speanf light. Even with an imaginary time machine, which would take our time
backwards, it would never be possible to reach the beginning ofttiiebang, because the units of the
length of one's owrfproper)time machine would change so that the journeytiwould last indefinitely,
although for ughe cosmos is only 13.8 billion years old.

Question What would an imaginary traveler find in the past of the cosmos?

Answer. Space, time and matter consist of information, and their essence is the unexpected, that is,
novelty and change. That is why the cosmos is expected to change. Going back to the past, there is less

%" Because of th&oecial theory of relativity
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and less space, the substance is denser and there are lack holes. Black holes are integrators of
space and time, and on the other hand they are like angfistationed in spacéime as the world
around them moves.

Question And what are the chances thatlack holeé do not exist at all?

Answer. Weak. The are predicted by Einstein's equations of general relativity, and those equations also
are derived from the principle of least actidf from which all the equations of theoretical physics
known today follow. A lot ofrepair€ should be made to physics,hich would hardly be possible, by
possibly rejecting the idea difie black holes.

Question Have you heard of Godel's model of the universe?

Answer. Yes, it is one of the earliest derived from the theory of relativiB].[GOdel searched for the

symmeties of the cosmos of both space and time and found an interesting and instructive example of
metrics [L3] which, consistent with his assumptions, also allows travel to the past. However, the
principle of information requires an asymmetry of time. It is s@rincipled to develop towards less
informative, that is, more probable events, whitteD| RSt Q& I LILINR I OK OFy YI1S8 2

Question Are you familiar withrriedmanrs metrics?

Answer. Yes. Mitra 14] in his éexercisé starts from the assumption of isotropic and homogeneous
space and a general form of metrics, more general than (1), to which he applies Einstein's field
equations in order to obtain this known metric. Otherwise, the very ideBrifdmanrs metrics seems

to be a strong competition to other proposals, at least now while we are still waiting for key
observations.

Simply put, these (FriedmarglLemaitrec Robertsong Walker) metrics start from
i'ov i OE+O i Q—, 2)
the partof the spatial expression
™ —— W, 3)

to obtain for’Q Tt a flat, Euclidean space, f@ p a curved and closed spherical, and ar p a
curved and open hyperbolic. These third cases are close to the above (1).

Question Space idliluted out, and ishe information lost in the process?

Answer. Yes, but there are two ways to save the laivconservation of information during the
exparsion ofthe universeBoth could be topical.

% metal objecsthat a ship throws into the water when it stops or docks along the shore to maintain balance and
prevent movement
%94], 2.5 Einstein's general equations
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The first is that in accordance with the principled minimalism of communication, i.e. interaction, only
the information of the substance decreases and that such gowsdpace. It is consistent with the
spontaneous growth of (generalized) entropy and the attitude (also of information theory) that more
entropy of a given system means less information.

The second is thaispace remembegsand that itsémemory€ can affet our present. The latter arises
again from the information theory according to which space, time and matter consist of it, from
information, including biographies of elementary particles that are formed while particles travel through
space. As such do ngtow, we do not notice that they become bigger and bigger during their journey,
SO we cannot say that they remember something and thus accumulate information within themselves,
so thespace and time grow on their way. Elementary particles leave sjpaedo their history.

The second is harmonized with the first by the assumption that the present receives exactly as much
information from the past as it loses due to the principle of minimalism of information, i.e. increase of
entropy.

Question Did | undestand you to say that time also remembers, or is it a slip?

Answer. It is not a slip; you have noticed well, they both rememlike space and time, because they
are symmetrical concepts in the broader view of the universe, adiménsional continuum.

One time dimension would mean ceterministic universé&, which (my) information theory does not
assume. But if you add only ongore dimension of time, it will be an insufficient compromise with the
assumedibjectivity of chancéand you will need anot#r one.

More precisely, for each spatial dimension (however many there are in perhaps some future theory such
as "string theory") there is one temporal dimension. The symmetries between them are also valid,
wherecw "Qqwhere on the left side of theguation is the spatial length corresponding to the right of

the product of the imaginary unit@ p), the speed of light (approximatefy o 1 km/s) and timed

the light needed to pasthe given length.

Well, the time remembersand that's whycosmoshave it more and more and it flowt usmore slowly.

We cannot see the slowdown of thiereation of the preseritdirectly (as well as many things around us

are that we do not actually see directly), but we seres®d calculate. Namely, if there is less aass|
information (©f substance), there are less and less random events, and the speed of time is a measure of
the amount of such events. | say all this from the standpoirdibrmation theong, which is still not
considered in official physics, moreovesich is an unknown (hypo) thesis there.

Question Is there a particular problem witidonly one dimension of timg or is this assumption
completely arbitrary?

Answer. Yes, there is one difficult problem with such an assumption, and thereforedeigrminism
itself. Some processes are not commutative. | have written this many times.

Rastko Vukoi 50



Notes to Information Theory Il

For example, give a turn signal and turn the car to the left, and turn and signal with a turncsigesl

do not have to lead to the same. In general, the order of execution is important for some operations,
such as:cdouble the numbed and dadd three to the numbek. In the first composition it would be

¢w o, and in the secondw o ¢, so forw v the firs gives 13, and the second 16. Quantum
processes, the soalled qguantum evolutiorare therepresentationsof the operators (abstract algebras)

and not all are commutative. The noncommutative ones lead todlinecertainty principlé, a special
case of whih isthe better knownHeisenberg's relations of uncertainty.

Due to the existence of noncommutativity, the theory that there is only one flow of time, that space
time is only 4dimensional and that one could agree thaithere is no timé& (which is seriosly
considered by some physicists), whole modeldhef modern physics (relativity theorgnd guantum
mechanics) become questionable.

The exclusiveone-linearity of the flow of time leads us into contradiction with the existence of
noncommutative time proesses and seeks a revision not only of modern physics, but it also challenges
the algebra in which noncommutative operators exist. That is why | once gave up on the idea of causal
reality, among othes, and justnot to always fall into the same endlessdilssions with the followers of

such, | say that | use thlibypothesig of coincidence.
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10. Quantity of Options
March9, 2021

Abbreviated easier answers to more frequent questions related to information theory. About logarithm,
additivity to thed |j dzI gfioptiang, fragmentation of equal chanceasnd physical action associated
with information.

Logarithm

The real exponential functiod @ ,baseso Tand® p, will take only positive value® Tt to it
the inverse mapping is the logarithe 1 T @ Conversely, if the logarithmic functiod 1 T @
base® T, @ pand numerus TUis given, then its inversis the exponential function @ . In
short:

~

&) alil® o 1)
The exponential and logarithmic functions of the same base are mutually inverse.
Sincew pand® @ it follows from the above:

iig mii® p @)
Also from (1), due tc ® o wefindl T & 6 0 11T&® 11 86,ie.

TT oo 17T 11 @ 3)
The logarithm of a product is equal to the sum of the logarithms, ifdgarithms are of the same bases
and when all three are defined. The immediate consequence is

1T 11 @ 7\ B (
Similar tomaking(3), froma o go followsl T @ 6 0 11T ® 1186,ie.
1iTe 116 11 @ 5

The logarithm of the quotient is equal to the difference of the logarithms, if all three logarithms are
defined and the same base.

It can k& seen that (4) does not only apply to natural numbers (), but alsoto all real numbers

(¢ v a). Proveof such a generalization is often found in the lessons of real functions and | omit it here.
Nextwefind T & 11 & i1 6@3d 1 @andhence

T & —. (6)

It is a handy formula for transforming logarithmic bases.
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| note that in texts where we use only one base, €ay ¢& p Y &,¢here is no need to ligt in every
logarithm. Second, using Euler's formula

Q Ai-0 ®E] (7)

whereQ p holds for the imaginary unifit is possible to define analogous (1) complex logarithms.
Suchare the periodic functions, such as the cosine and sine.

Additivity

Information arises from uncertainty. More options before realizing a random event will give more
information after. Le) @ be a, for now unknown, function that represent$raeasureof uncertainty,

a specialreal amount of equally probable outcomes' =. Basically, this function is positive: fany

w pitisbo T

Let's say that the mentioned positivity is the first feature of this measure of uncertainty. In particular,
with only one outcomeg p, there is no uncertainty and p 1@ Another equally obvious property

of the functiond  is that fromw wfollowsd @ 0 w,which means that it is increasing. The third
feature is additivity ¢ollectability) and its explanatiofis a bit more extensive.

Let A and Boe equally probable outcomes and let them imply a further choice of equand ¢
different options ¢ F¢ N ®). The realization of both outcomes, A and B, would contain many options,
quantities 0 & € , while the quantity of individual realizations A or B would bed or 0 € . The
additivity of the functiond @ arises from the expectation that the total uncertainty of the outcome will
be equal to the sum of individual uncertainties.

For example, A and Beathrowing fair coins and dice. The coin itself has the optiteitst and cheadg,
let's mark them withT and H, and the dice with six numbers from 1 to 6. Throwing both will
simultaneously producec Jp p ¢results, equal elements of the sefl}{T12,....,T6,H1,H2,... H6}.
Consistent wittconservatiorof uncertainty, it would be requiredtobgp ¢ 0¢ 0 o.

In general, for the functiob @ we have stated three requirements: I. thatw  mtfor everyw p, so
that it is positive; Il. That fromo  @followsh @ 0 ), that it is increasing; . That it is additive

Dwow 0w 0w, (8)

for eachaftod a1 when afto  p. Thend @ is a logarithmic function (arbitrary bases). | borrow the
proof from the book [B].

For every p and everyi  Tithere exists a natural numbé™ = such thatw ¢ @ . ltis
based on this and propertythat

whence because of Ill
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o 1D T p I ow.

As according to | it is possible to divide these inequalitids 3y @ , we have

Based on thais

for eachi 1t Due to the arbitrariness the expression in parentheses is zeBw. it is
0w —3 TaC O3 Tag 9
This proves that (8) is a logarithmimttion.

However, when the& inount of uncertaintg is considered in more detail or more broadly, an improved
information function, such a8 @, will not quite consistently meet the mentioned conditions I, Il and I,
which means that the logarithmic fim alone is not sufficient to represent it.

Shredding

Extending the previous complexity of divisions, we can imagine that we haveffof8 equally
probable choices such that each of them BasQ plg8 RE, mutually equal extensions, and that each
"Qth the continuation can have the followirg ,Q plt hQ mutually equal options, and so on. Then

the questions arise, how can we explain these fragments with the help of the mentioned measure of
uncertainty, and how far can we get with them?

Theinformation is a speciak |j dzI Yfibptiong&. The logarithmic formula (9) served well for its first
approximation, and we further explain it by binary search. The number of binary questions, answered
dyes or onog, required to discover the option, alstefines the saméabove)information. Namely, we
divide the group withh ¢ equal possibilities into two setsith ¢ elements each and choose the

one in which the choice is requested. Aftersteps of division and dialing, working with smaller and
smaller groups, a hidden option emerges. The number of stepd 1  is declared information, then
binary in bits.

For example, let the numbéi7¢ be an unknown imaginary, among the fitst natural numbers. Let
us divide the group of possible (eightymbers into two parts, the first set {1,2,3,4} and the set of others
{5,6,7,8}. Let's ask the questidrs_the requested number in the first sétAccordingthe answeréno¢
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we divide the second, again into two parts, the first {5,6} and the second p&it {We ask the same

j dzS & Gsih2 séquésted number in the first grouf?o which the answer is agaimoé. We divide the

new second group into two parts, the first set {7} and the second {8}. The answer to the same question
is nowdye<. As there areno more divisions, the required numberdg, and the number of divisions is

¢ 0. The number of possibilitiesis () and the information they carryis 1 T @

In order for the informationg 1 TOQ not to diverge, it is necessary that the numberpafssibilities

(0 ) of the given situation be limited. In that sense, our communications (interactions) are finite, with
the smallest (quantities) of free information. These smallest packets of information travel along with the
physical action, which issd atomized (quantized).

Action

The fact that information ishelds together with physical action makes it a physical phenomenon. The
quantum of action is the Planck constai® ( ¢lp ¢ @p 1 m?kg/s) which appears in the expression
for the energyO "(XQof the electromagnetic radiation particle (photon), whef@ pf¥t is the
frequency of the wave, antlis the time of one period. Hence, the elemental actioifdis O Ta product

of energy and duration.

In short, information is the equivalent of wHawe @n consider &surface, a generalized product of
energy and time. The fact that communication is formally equal to the exchange of interactions makes
information in free form (physical particle) an accomplice of any energy change. This, among other
things means that there are carriers of gravitational forgegravitons, as we know that there are
carriers of electromagnetic foragphotons.

In addition, the path of a particle from poitto 6 moving under the action of some constant central
force U isequivalent to the area swept by its radius vector, from posifioBto position0 B for a given
time. The established connection between objedtsd and U is communication. During that time, an
energetic interaction takes place, due to which we say that bodgr 6, moves under the action of
forcel.

0

9 Az B

In the three images above, from left to right, the (curved) bmeoves the particle (body) fro point 0
to point® so that at equal times thareaof the (curvilinear) trianglé ¢ us constant:

0 [1], 3. Potentialhformation
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1. The linadis straight and the force fron is zero.
2. The line is a hyperbola, and the force is repulsive.
3. Theine is an ellipse antthe force is attractive.

If the trajectory is a conic (line, circle, ellipse, hyperbola, parabola), then from a givenigbimicharge

is driven by a force that decreases with the square of the distance and its force cayaegeljosons)
move at the speed of light. Conversely, if the patk not conical then the force does not decrease with
the square of the distance and its carriers do not travel at the speed of light. | discussedhis in [

The constancy of the ¢ (surface (area)in the images comes from the influence of force. It is clear that
a change of force would change thasea so now we know that it then changes the action, the
information, and consistently the probability. In other words, instead of sayingshett chargesi(r)
move under the action of the corresponding for€g (we can say that they travel in their trajectorias (
because such movements are most probable from the point of vieleofharges.

The impossibility of changing the probatyili information and action without changing the force
indicatesto the conservationlaws of the mentioned phenomena, and the observation that in the
absence of force we have a rectilinear motion (the first of three image$put inertia and minimalism

of each of these quantities. On the other hand, we see the principled minimalism of information in the
maximalisn of probability, in the fact that more probable phenomena are more frequent and less
informative.

A special issue is particles that do not mawehe speed of light. They have their o\proper)time and
hence the mass of rest, i.e. additional inert@ again due to the principled minimalism of
communication. However, that is a special topic.
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11. Quantity of Options I
March 11, 2021

Excerpts from conversations about compliance with language, free networks, event direction, and
everything related to information perception.

Language
I explain the scalar product of vectors using probabilities and one type of language statistics.
Quesion: Can you explain to me thinformation of perceptiog on a specific example?

Answer. Yes, let's take English and say computer data processing. Let's form & listafrt the most
frequently used words in a wide sample of written texts, movies, speg. Each word has a certain
frequency, the probability of appearing in a given sample, @th word (Q plgh8 FE) has the
probabilityf) ¥ 1ip . We can arrange the words in descending order, so that they more often have a
smaller index’Q but the sumof all ] is one Thus, we defined the sequence, ie the probability
distribution vector'E 1 iy 8

Then let's take an individual who speaks English and do the same with his knowledge and use of English,
his vocabulary as a sample. We get the vedbr 1 1) F8 i} . Information perception is then the
so-called scalar (imer) product of these vectors

"Y "EJE nf oAaf E AN, (1)

Some of the welknown preferences of people who speak languages are further shown to be the result
of mathematicabremises about vectors.

For example, onpremis€* says that the scalar product tife vectorsis not greater tharthe product of

the intensiiesof the vectos. That product can therefore (formally) be treated as probability (which is a
number between zero and one), and then apply tipeobability princpleg (I invented the name), that
more probable events are more common. Then comes the conclusiondtt&S y aundlcpersort f €
languagewill strive to increase that result, the scalar product, thatisformation of perceptios.

As the (scalar) produds, the higher thedalignment of the vector components, ieoefficientsof the
sequence, and the largest is when both are arranged in the same order (descending or ascending), it will
adapt to thedanguagé the dpersorg, if the formerO |y Csiifficienly adapted to the latter.

Note that the same can be applied (calculated) to the behavior of an individual in relation to the
behavior of a group. This createsispontaneous synchronicity otherwise a londgefore noticed but

still insufficiently understod phenomenon of individual adaptation. However, the theory of information
perception is much more universal. Its formal model works well in various examples of social and natural
sciences, and especially in quantum mechanics (which is full of intuitifedtylt to digest results).

& [16], Lemma 1.2.49CGauchygSchwarz inequality), p. 132
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Free networks

Nodes with equally probable connections create langéworks? whosedegreeprobability distribution
follows a power law, at least asymptoticalljhey are characteristior internet connections, electronic
lines of larger regions, acquaintancesnong peoplein general, and even free markets. Such
spontaneously grow into a relatively small humberpositions(concentrators) with many connections
and the rest of them many witfew connections. We call theatalefree networks.

Question Why are there few on the free market who are much richer than others, they say you know?

Answer. Yes, | am not alone, it is known. It is a spontaneous process of creating-tadlesbfree
networks. When the connections of the network (read flows of money and goods) are equal, then the
few nodes (exchange centers) become the owners of more and more lines. Nodes with more of them
thus get even more, and the poor ones remain sksdeeved.

The welltknown explanation goes by probability. When you add a new link, and they are all equally
credible it is more likely that it will belong to a node that has more of them. | forwarded him an
additional attachment with details (irrelevant here).

Q: Olay, | flipped through, that's something clear with probability, but they said you know a different
explanation, supposedly with some new theory. Is it true?

A: Maybe it could b&information theong, but it is still my private matter. | believe | know seal ways
and here is one, in short, usidopformation perceptios.

Consider (1) when the number of additiod9 is large. Let it be the norm agaip )

ME ® © E o p )
and for the vectoro (that is "B the similar, and let all these probabilities be uniform, constant. Then,
when approximatelyy 1 pj €, the sum™is smallemsthe number¢ islarger. Namely, from

Y — — E — — -07mi0H 3)

it follows that the probability of the scalar produttdecreases with increasing number of additions. If

the first probabilities (components of vectoB represent the existing state of the network, and the
secord (vector’'B) new members, then the network withvoicE growth that leads to uniformities (3).

A small number of high probability aggregates and a large number of low probability aggregates will be
formed spontaneously to increase productYc which then becomes a weknown statement about the
growth of these networks into a small number of nodes with many connections and a large number of
nodes with few connections.

& [2], 1.6 Equality
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That the scalar product (1) will indeed increase each time its two equal Smsp @ 0, are
replaced by two unequal sum8Y @® W © 0, where the remainder of the surd
remains the same in both, we see from the following:

Yoo O W O W W W U0 ¢cw L Y (4)

For examplet® 1@ ™ TW,ormd T T8 T 0 T 0 T o, which is easy
to check. Additionally, we note that the differenc®¥ Y ¢ crescentwith increasing sum of
inequalities, which means that the spontaneity of this growth continues.

When it comes to free networksniettered association, the united system will try to be formed so that
there is no equality of nodes, and inequality will strive for further development. By interpretation, we
will understand that there are few veiriché versus manypooré and that thereis a natural tendency

of the éfree market to further increase the differences between them.

Routing

Information theory starts from the assumed coincidence. However, although it is not deterministic in
the true sense, the theory | advocate predicts the/elopment of the cosmos towards greater causality

¢ whether we start from the existence of random events in rare situations, or deny the ultimate, strict
certainty in any case. This is a consequence ofddrebability principlé according to which more
probable outcomes are sought.

In that sense, determinism (causality) can be considered a consequence of chance. The opposite is
difficult, except, for example, when the basis @bincidencé is the limitation of our perceptions to
infinite causes. Howevethis reverse case is also a topic of information theory.

Question What is better for development, clutter or organization?

Answer. It's like asking me what's better for water,(® oxygen or hydrogen, and the answer would be
the same, it doesn't work without both. | will explain this from the point of viewjinformation of
perceptiore in its basic expression similar to (1).

We consider intelligencéO "WO as the ability of anindividual that is proportional to its ability to
choose™Yand inversely proportional to the surrounding constraif@sHence™ “OCand the value is
related to a special situation, a special problem that the subject faces and solves .

If we assumettat an individual perceives N & different situations that he can see as a problem and
solve them, then we have so man@( pltf8 ) of his special abilitie®% “00O. Their sum

Y Y Y E Y (5)

is the total information of a given person's perception.
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On the other hand, due to the law of conservatiyrit makes sense to define the intensity, the overall
measure of both intelligence and the hierarchy involved in perception infdomdb). It does not have

to be a simple sum, neither thi@ntelligence& "“Onor the éhierarchy "O , nor the dPythagorean theoreh

(the root of the sum of squares), but anything from the rich treasury of mathematical theory of
measure.

Intelligence isa more adaptable sizét is more plastic than hierarchy in most cases, so it is the person
who adapts to be more successful, and less often the other way around. In order to keep the amount of
intelligence in question more or less unchanged, it can barorgd by organizing its daily routines (time

to get up and go to bed, meals, schedule of tools it works with, contact with other subjects, work
methods) in order to release excess skills for the most important in his career.

The same goes for the colléa. Intelligence is then a feature of the group, and hierarchy is again
something outside that subject. Due to the plasticity of intelligence versus the surrounding limitations,
the term cefficiency in the military, enterprise, loclommunegovernment,has the weight we know it
has. | compared it earli€rto a sausage squeezed on one side to explode on the other.

Unfortunately, the environment is changing. It also changes in unpredictable ways, so an efficient
system that tries to follow these changesosier or later comes to a standstill. As in the saying that even
roads paved with good intentions can lead us to hell. The hunter will outwit the beast with his excess of
intelligence, typical of originality that is not on the planned paths, unlike rostine

Q: Is there any certainty that an efficient system will sooner or later become obsolete?

A: Yes, and look for proof of this in Godel's theorem of impossibility. An organization that would be so
effective that it does not become obsolete would be atiieadapt to any change. But such would not be
possible, because changes can be unpredictable for angipem system of constraints, such as truths
that cannot fit into any concept of logic (e.g. arithmetic, algebra, mathematics), so any way of organizing
will eventually show failure.

The material world is slowly losing information. The entropy of the substance of the cosmos increases as
its information decreasé3and goes into space which is increasing. We are becoming an environment
whose interior desig is improving, certainties are growing and we look more and more like someone
who closes windows and doors away from the outside. At the same time, external uncertainties will not
disappear, they will only concern us less, but that process does not doetowery end, until the
complete disappearance of information.

Assuming that space, time and matter consist of the information itself, and that the essence of this is
uncertainty,and all this together with the laws of conservatjdhere is no conclusiothat in the end
unpredictability can completely disappear. With such, any secure, safe and efficient system of rules,
precisely because they will have more limitations than the outside world, will have to become obsolete.

"B information and probabilities
2], 2.3Information ofPerception |
" official physics would not agree with me on this
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Q: If we imagine a system as laig the whole universe. Could it be that it does not become obsolete?

s: No. No matter howthe universe is,she is also some information and, therefore, uncertainty
considering hernvironment. Therefore, it is not possible to fully predict and descriee hor is it
possible to design her relationships in advance. In that sense, the universe itself is not and cannot be a
sufficiently organized system that couddot become obsolet&

Perception information

We can draw different interpretations from thecalar product of the vector, and among them we will
find different explanations of the information of perception. Confusion about such content is most often
caused by our prejudices in understanding information.

Question How is it possible to use therm dperception informatiol for something that should be
calledd LIS NI BrobBanigey

Answer. The question is clear to me, it is well asked. The absurdity of replacing the cpootsbilitye

and dinformations comes from their suppose@tlear anddifferenté meaning. More likely events are less
informative; the first implies the realization of larger values, the second smaller ones. But not
everything® about them is so black and white.

When an evenb is almostcertainand the probabilityy 0 6 that it will happen is approximately one
(N © p), then the opposite evend is almost impossible and the probability that it will not happen

A 0 0 is approximately zeroj(® ). In generalitisfy 1 p, so based on the functional analysis
(by developig the logarithmic function iserieg we get the relation

n wd Ing (6)
where® Tris a constant that determines the unit of information.

Therefore, in thesummandsof information perception (1)he secondfactors may be probabilities (that

the given events will not happen), thus they become information of their realization. The more
dampossiblé such events are, the more likely they are to approximate Hartley's nrdtion (the
logarithm of probability) of their negation, and such are mostly the prohibitions of natural laws and solid
hierarchies

So, when we talk aboufperception informatio in the basic sense, as a scalar produdiatielligence
andchierarchy, then we aim at such expressions.

Another example is Shannon's information

Y Aliac nlinc E nlingG 7 (

& [1], 14 Uncertainty
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wheren is the probability distribution, andYis the mean value (mathematical expectation)tbéir
individual information. | leave the choice of the logarithm base to the reader.

The logarithms of the numben§™ T1ip are negative and Shannon's information is a positive real
number. When the first factors make a descending sequéehea the secord make a growing one, so
the expression’Yrepresents a kind of minimum. If these factors were matched so that both form a
descending sequence, or both ascending, the sum oftémswould be maximal. On the contrary, this
expresses the minimalism of timean value of the probability distribution information.

If the number ofchoices of probability distribution (7) were very large ¢ H), and the probabilities
were more or less uniform, then according to the previous one we could wite 1 TAG
respectively for eachQ pltf8 FE, whererj © p are the probabilities that théGth event will not
occur. Thendperception informatiod could be said to represent a scalar product of vectors of
components that are not probabilities, but information.
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12. Quantity of Options 11 |
March 14, 2021

The text is a@ntinuation of the topicddguantity of optiong now on complex numbers, vector
multiplication and correlation.

Complex numbers

In the picture on the left is Descartes' rectangular coordinate systeinend in it the pointh  Ghw .
A We put

¥ a o QW

where is alsahe imaginary unitCor whichQ p, where & becomes
a complex number and the plane @ édcomplex. Unlike the set of ree
numbers R, for a set of complexhe mark Cis the same as for ¢
() X complex plane. NoteftoN s, 0ran E.

The imaginary unit has the positié® 7dp , while the coordinates of the real unit arght . As we
know, the conjugate complex number of the numhier @ "Qds the numberd® @ "Qgin the

following figure on the right.

The abscissaofaxis) is the axis of symmetry of conjugate comg '
numbers, s6Q & and™Qa will be axially symmetric with respect to i ) =
for each real functioiQw , and hencéQ & "Q& . That is whyQ™Q
is a eal number, it lies on the abscissa, becal€EQ* "Q'Q

In particular we see this frolra @® Qoo Qw @ o N 9.
It follows that the square of the modulus of a complex number, its
called absolute values, can be defined by the distance ofirat,pghich
represents it in a complex plane, from the origin:

o 0¢ e
That definition consistently applies to real numbers as well.

In the polar coordinatesli(i ), the notation of the pointd @ "Qdecomesd i AT+O ®EBT,

and its conjugate comples 1 AT«O ®EBET, wherei s This is usually and easily obtained
from the transformation of Cartesian coordinates into polar ones, for the derivation of which the
trigonometry of a right triangle is sufficient. A little neocomplex is the proof of the equality of the-so
calledAE O AT+0 "® E functions

Q  Al.0 ®EI, (1)

which was first found by Eul€rand named after him. Euler is known for his great contribution to the
development of power series, displaying functions in the form of sums of an infinite number of
summands, such as:

" Leonhard Euler (1707783), SwisssermanRussiamtmathematician

Rastko Vukoi 63



Notes to Information Theory Il

’v A A A
~ AT+0O p = A E p 5 E (2)
wOFl 5 5 3 B p A E

whence by multiplying the sine by the imaginary unit and adding the cosine, then putting e get
(1). Euler's numbeR ¢& p ¢ 8 ipirrationally transcendent.

Starting from (1), the definition of logarithf and Hartley information, it is possible to define
dgeneralized informatiofy moreover, to recognize it in the solution of Schrodinger's equation

2oy Mn B—y M, ©)
where y is the wave function of the particle at plaoeat time 6. The solution for a particle of

MOoMmentum ==Or Wave vect with angular frequency or energyQ, is given by a complex wave
plane

y o oQ B> oQ=> P, 4)

with amplitude 6 and] 2 (or equivalentO —) in case the particle has mass, or] "Qcbor
particle without massif rest).

Multiplication

Each sequence af ¥ = numbers can be represented by the vectbr OB hd  of some’Y
vector spacgl w w 8 w ). In the Euclidean sense, the intensity, or normthaf vector is its length

O sk O O E @, (5)

and in general it is a quantity from the rich treasury of measure theory. Certainly, a vector is zero when
its intensity is zero, and dargek vector is of greater intensity. Changing thestgyn does not change
the norm.

Every two norzero vectors, such as the mentiongcand someff GO B b |, determine only one
planeG= +as in the following figure. They belong to the n&ncoordinate systend ,dvhere:

006 sfs QU6 sfs @wo oM ,6 o6
The angle between the given vectors is preserved

e T 0006 T I U Qf w0 @

®10. Quantity of Options
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The vertical projection of poirii on the linel dis pointdaeand the length of the segmerit &e 0 60
A T+OThe scalafinner)product of the given vectors has the same value in both systems

Tt srepsA -0 ©)

In the initial, using the property of orthogonality of each pair éofcoordinate axes andecause
A T ot J 1, we easily obtain

Lop 6h 60d E 6, D

[ ] 1
5 S B
I
4 ;
fy—————— 5 e ','1
| [
g b |
. 2 I I
> | v : %
0 By Ar

Note that the areaP of the trianglel & én the figure is equal to thpseudoscald? product of the base
G dand the height) &eSinced &e 0§ 60 E | we define a pseudoscalar product

FCI stfsOBi ®

and thus the areaECH4 ¢P 0 & & The same area of trianglé 6 écan be obtained by subtracting
the area of triangl® (® from the sum of the areas of triangée I and the trapezoid @ 0 , so:

POoo -606 -0 0O O 0 -0 0 -06 60
If we introducethe label
oho 06 060, 9)

which | call thedcommutatog of points & & M and 6 6 f5 , will be £C4 6 . The
commutatorof points ie the pseudoscalar product, is actually theensity of the vector producdf the
vectorsO B 0 @

We understand the information of percepti@tin the way of a scalar product (6), for example, when the
coefficients of both vectorare probabilities in the extreme case when the vectorg and 4 represent

[1], 2.4.4 Pseudoscalar product, p. 91.
811. Quantity of Options Il
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probability distributions, so their larger product means a more probable occurrence. In contrast,
perception informatiofi* is better understood in the form of a pseudoscalar product (8) when it
represents, for exampledequal surfaces that the dhius vectors of the planets erase at equal times
orbiting the Sug (Kepler's Second Law).

Correlation

In larger cities, people walk faster, where people walk faster, there is a higher percentage of
cardiovascular diseases. This is a recent examplenodra difficult correlation. The more wethown

ones are, the more we run the more calories we burn, the longer the hair the more shampoo we spend
on it, or by salting food the more we have higher blood pressure. Note that the opposite is not always
the case, for example, you may have high blood pressure without a salty diet.

In statistics textbooks, when correlation is studied and the possibility of drawing erroneous conclusions
based on it is pointed out, the phenomenon observed in Copenhagen a few giarghe Second
World War is often mentioned. positive correlation was noticed between the number of newborn
children and the number dftorks that nested in that city. However, it does not mean that storks bring
children, but it is a consequence ofetlielocation of the population from the countryside to the city in

the time after the war. With the arrival of the new population, there was an increased number of
newborn children and the construction of houses with chimneys on which additional storld aoe

their nests.

In general, correlation (latcon = with, relatio = relationship) is the interrelationship or mutual
connection of two different phenomena represented by the values of two variables. Let the first and the
second be given by their daseriesg= OO I andd  GROFB A . For each of the series

we find the mean value separately, their own cerstef gravity:

mh

N E =
®) ) . 0 (1

Subtract their mean values from the components of vectdrand {. We obtain new coefficients
Gee @ ®andcee @ ofor the indicesQ pltfB FE orderly, the two new vectors:

b 2 -

+= O hd W8 o, 4 & do dBh 6. (11)
What happens then is shown simplified ( o) in the following figureon the left
Triangled 0 0 defines a plane and a coordinate system. Poifig the center of gravity of the triangle,
and point0 is the origin of thecoordinate system. Only one of the axes of that system and the

projection of all points (from the picture) on that axis are important toTdse components of the first of
the above vectors, vect@}e, are in order:

w U00,w 00,& 0O0.

81 [3], 2.4.7 Potential informationp. 95.
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The explanation for vectdfis similar.

We calculate the intensities of these vectors:

® Sfe o ae E e
According to theCauchySchwartz inequality, the
scalar product of two vectors is not greater thi

the product of their intensitie$tedffee  stesfl®),

(12)

so the correlation coefficient

+%
o sf ¢

isreal number from the interval ph p .When 1@ T | & Tthe correlation is nil or negligible.
Whent® m 9SS 18 Tmthe connection is easy. Whemn@ m 4S 1 mthe connection is real or
significant. Whem& m dS p8t rthe correlation is high or veryigh.

(13)

Calculating the correlation coefficient (13) is a typical task of statistics. The data are then observed
paired:

O, O = X% |, (14)

and the connection with thécenter of gravity like the one in the previous picture is not important.
However, when we observe two such centers of gragitjuple of points) with corresponding center of
gravity vectors (strokes from center of gravity to points, vertices) and verticestgpowe can notice
their different orientations. The orientation of the correlation can be mapped to shapes, not just
numbers, as shown in the following figure.

= N

The first two triangles (red) are negatively correlated, and the next two (blue) ardvebgitorrelated.

In this kind of visual comparison, analogous to the calculation of the correlation, the size of the triangles
is not important, but only their geometry. A special way of understanding correlation, of coutke, is
information of perception.
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13. Shape recognition
About three tyes of networks and correlation

March 17, 2021

Free networks

Graph theory is a very common field of mathematics in computer science as well. Its goal is to study the
properties ofnodes i.e. points or vertices, connected by lines or branches. The three types of graphs
that are most important to us are th@networks shown in the following figure.

The first on the left is thesmallworld network€, a type of graph in which most nodes are not
immediat neighbors, but their neighbors are mostly. The predominant number of peaks of this type is
loaded with a large number of lines due to shorter journeys between nodes. Expressed by the total
number0 of points of the network, the average number of linketleen the two is

061 TIgoc )
For example, in the base of the natural logarithm ¢& p @ 8,for the number of node® p 1, we
findl T0C p i ¢ Tapdd 1 TpQ ¢ 1 xcho p 0.1y, it takes (on average) less than three steps

to an arbitraryanotherplace in thedsmall world network with one hundred million positions.

The secondin the middle of that picture igiscalefree network. Thehub, i.e.center, concentrator or
opileg of the network is a node whose number of connections significantly exceeds the average. Such a
network is some optimum of the loda the links and the length of the paths between the nodes

0 8 2)

For example, for the natural logarithm and number of nodes from the previous case (Desed

0 p m) we now getL_2=632258 Through a free network with one hundred million nodes, you can
reachanother arbitrary nodewvith about six steps.
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A new free network node is more likely to bind to a miifik node. This is precisely because the
probabilities of the links are equal. Due to the equality of the branches, the new peaks are referred to
the existing with the probabilities proportional to thenumber of thecurrent

n z— 3) (

wheren is the probability of connecting the new node with tf&h existing one, andQ is the number
of connections of thé&xh node.

If the number of links per topic were balanced, as in the picture ofdthadom networlé above right,
whereQis approximately constant, then the probability distribution would be uniform and of therorde
of p70 for each topic. However, the free network follows the degree distribution, at least
asymptoticallywith probability

MY

n'QeQ @
of the nodeswith ‘QconnectionsThe parametef is usually a number from 2 to 3.

That is why a small number of large intersections stand out against a large number of small ones in the
free-growing road network; only some celebrities are very famous unlike many; specialdreake
bestsellers; about 80 percent of web links point

15 percent of web pages. All of them form the ¢

called free networks. Pareld was the first to

notice the mentioned legality in the enrichment

o) the few on the free market of goods and money

The figwe on the left shows the degretinction

of decreasing the participation of nodes with tt
number of connectionsQ along with the bell
(Gaussian) distribution of approximately unifor
distribution which, it is said, has the third type of
network from te previous image. This third type does not burden its nodes with excess links at all, but
at the cost of having very long paths betweie

nodes.

k

Details on the path lengths through the nets {
and (2) can be found in the appendices][Dr

[18]. The following figure on the right shows on
again examples aifree networl€ on the left and
crandone on the right. Even more complex, the:
networks can be so vague that it becomes diffic
to assess which type they belong to.

8 \jilfredo Pareto (1848.923), Italian scientist
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If it seems to you that distinguishingdfree¢ from a ésmalk or drandont network should be an easy
task, | recommend that you look at, for exampléte Advantages of Attention Surpl@endition, more
commonly known as Attention Deficit Hyperaity Disader®. The question is whether these
advantages can be understood (modeled) by any of the mentioned networks and by which?

In the mentioned case, these are the characteristicsAldility to find alternate paths to overcome
obstacles 2. Being able to sedhe big picture 3. Can create order from chap<l. Dedicated 5.
Energetic 6. Flexiblec changes as the situation requires Good in a crisjs8. Handson workers 9.Idea
generator and other groups listed therd. took the example at random, but thelea is general.
Recognition of shape (physical appearance, behavior or character, person or appearance) is required.

Correlation

Let's count the links of the nodes of the first of the networks from the picture at the beginning of the
text and arrange he results in sequence in ascending order. It i@&mall world network, and the
sequenceisobtainedo MW MO MO T,0 Yo Tandw T The notatiorn &
means that the firstyth) network hasg nodes withQconnections.

We calculate the averag® —, so we form the sequencese @ @ to find the correlation::

(e e e e — e m» —, e —. The intensity, ie the norm of that sequence is

@ (e E e 1 ¢ @ x& my.Cancisely:
O mow m o®w T, T, O Yy o 1, & m B pe ® —,

e —, e —, (e — e — e —0e — o — 0 X nMYww
We do the same with the number of links of the other, thecafledd réet networks:co @ @ T
@ pow p® candw p.Thusw ¢ means that the five links have two nodes of the
second in a rowthe Gth network (scalefree network) which is in thdirst image. The arithmetic mean

of this sequence &9 —, soforcee @ @Owe get:Gee (P OB  — B —, 0 e
—andcee - Theintensityis®s e E oep ¢ C fx p @ ¢ cQoncisely:

O MmO pgO TLMO P O MO C ©® p B px o —

e — e — e @ — e — e —e e —0 p@eaou

For the third randoré network) nodes, in ascending order by number of connections, there are:
O O ® MWM®O 06 1,°nd® & p. The mathematical expectation ® -, so the
correlation sequence ist@e (e G - (@ — @ — . @ Ge - Intensity®

@ oIXx 08¢ X.@gncisely:

8 positives Of ADHDitps://addcoach4u.com/15dpositivesof-adhd/
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© T, O o ® T, ® p O p O WM w WHMB w w -
@ -, Ge —0e —oe -6 - - -0 oWwcx.w,

The correlation coefficient§of these networks (arrays) are:

: - —e - =

i ™ Y o rapd i T WWT T G

Thanks to theabsence of correlation betweethe networks, we can capture a wider range of cases,
applications. Let's look at one example with the distribution of wealth.

According to the Organization for Economic Cooperation and Development (OECD), in 2012 there was
ndc LISNOSyid 2F GKS ¢g2NIRQa | RdzZA G LRLJAFGA2Y 6A0GK
precisely 42 million of the richest people in the world held 38d the world's wealth. The next £4

or 311 million people, held 328of the world's weah. So, the lower 95% held only 280bf the

world's wealth. In particular, the lowest 60 percent of the world's population, in 2012, had the same

wealth as the 1,226 richest people on the Forbes list.

It is noticeable that the cited distribution of wehlhas the form of théfree network described here,
with the coefficientcy  p awhich is significantly higher than the others in hesequence. This means
that the distribution of wealth in 2012 does not have the form oféasequenceor @) i.e.the network of
osmall world or érandone, because the distributions of the three series are significantly different. This
further indicatestcequality€ in capital flows (goods, services, money), ie that the world is mostisea
market.

Additional and more precise conclusions that we would draw by interpreting the theoreniseef
networks€ might be more interesting, but they are not the topic here. Extending the method to social
phenomena, to psychology, the physiology of the livingldyaor physics, one should take into account
the limitations of estimation by statistical correlation of sequences. If there is a deeper connection, the
correlation will give confirmation, but it will give faléeonfirmatioré sometimes even where there i
connection.

812. Quantity of Options |ICorrelation
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14. Democracy Evolution
March 21, 2021

Parts of discussions on information percepfioand consequences on nature and society.

Perception information
- Can you explain the perception information to me with a simple example?

- Yes, o the example of thestrength of chessFor example, the first player is good (grade 3) in the
opening, very good (4) in the centgame and excellent (5) in the egdme We arrange the order of
these estimates with the vectad  oftlv . The power of thegame is the intensity or norm of the
vector, which is herethe root of the sum of the squareQur player hasthe root of the sum of the

squares of his three gradelgy Trapproximately 7, or more precisely:

W 9B Vedd Mo 1t v xhtx.p (1)

The second playe®  tfoft in the opening is very good (4), good (3) is in the center and enough (2) in
the endgame Thevigorof his game is the root of 29, approximately 5, or:

G B BB W o ¢ uviowu (2)
The third playe® cfoft has the saméplayer poweé as@ but the 6game powet @against®and &
against® are not equal. Namely, in the competition of the first and secotite information of
perception :

®B o 1D vXx o7 (3)
and in the competition of the first and thirthe information of perception is:
@MW o T v oy (4)

In case (3) the level of the game was lower than in case (4) when we can say that the game was
stronger, fiercer, livelierpr more vicious. Heavier play generally has more information of perception,
because it is the result of multiplying strings of ldngtN &, or vectors:

@ o6 MM Jd0M MBI 60 60 E 060 (5)
that is greatest ifthe seriesare of equal monotony (both increasing or both decreasing). It is the
smallest in the case of opposite monotomne seriesincreasing and the other decreasinmth of the
same length. It can be noticed that we measure the strength of the player himself in an analogous way,
multiplying the string withtself

g, oMM 20 B 6 o

[Th
(@)

(6)

¥ see [9]
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and that there are a lot of linear algebras in these estimates.

- Therefore, the product of arrays is less than or equal to the product of their intensities?

- Yes, bravo, it is the known Schwartz inequifi@ya® %3, where the equality is valid if and only if
the vectors @and@ are collinear (parallel) and therefore proportional.

- So in application we need to have some way of evaluating players, and the residsilatior?

- That's right, butdevaluatior is not a simple matter, and afteralculatior it is neither an easy task

nor the interpretation of the results. In fact, interpreting computational results can be more difficult
than computing it. We only need to remember th@roblem tasksé from elementary school
mathematics, when it was harder for usflarm an equation than to solve it, or to look a little further at
guantum mechanics. Even after decades of calculations, no result was found there that would not agree
with the experiment, ad even today we are struggling withe interpretations.

Order and disorder
- What would be the main interpretations of information perception?

- The higher level of the game dstrong on strong, and weak on weathan the reversessharp with

weak andhumble with strong. That is why the state is in principle stronger than the mafia when it
behavesdeconomically illogicalfy for example by giving subsidies to beginners and taxing the rich,
unlike (thieving) behavior in which it is kidnapped where galesmaostly from the weak, and stays away
from the strong. That is why competition on the market is good for society, because it encourages the
competition of the powerful, and it would be similar with competition in politics, but | would not talk
about that.

- And what about the saying that you shouldn't fight with a horn?

- The information of perception in its basic foriiy ( "€00) is proportional to the (scalar) product of the
vector (series) ofintelligence and chierarchy. Here, the former referso a person's ability, and the
latter to external, objective limitations. In the magnitude of perceptiO¥, poth factors are equally
important, the relative unpredictability ®and constraints ®. The chess mastetoes not wina dunce
by hitting himon the head with a wooden board, but with a subtle game.

- What iscrelative unpredictabilitg?

- If a hunter prepares a trap and catches game with it, h@akatively unpredictablé when he knows
what he is doing and what will be, unlike the catchaflis the essence of intelligence, to be one step
away from deeper unpredictabilitg which is essentially information. The theory of information holds
that the greaterdstrengtte of the player, i.e. the game, is expressed against more difficult obstdtles
also intuitively acceptable.

8 [7], Lemma 1.2.49QauchySchwarz inequalidy p. 132.

Rastko Vukoi 73



Notes to Information Theory Il

Due to the law otonservationinformation), that power should be saved, so we come to something like
the former bushido codedwith the weaksofly (cool) and fighting with the stron§ Emphasizing the
importance of he factor'®we will say, the focused power is greater, and it is then directed, that is,
organized.

- Hardness (hierarchy) is then as important a contribution to the information of perception as softness
(intelligence)?

- That's right. The value gderception information (Y €D® grows equally with both valueg) slang
for softness and hardness, i:8and @ because the law of commutatiothe change of order in this (so
called scalar) multiplication of vectors and in general due to of equabitance two vectors in their
product.

Information is expressed by channeling through constraints. Therefore, it is possible to have an
organization with a surplus of information in relation to the simple sum of its merfihdrscause the
organization relases latent information. We will use vehicles more efficiently if the traffic in the city is
better regulated, or, for example, the amblonycan behaveaiinexplicablg intelligently with regard to

its individuals.

| wrote earlier, if we did not have anyisdom(abilities, intelligence, power of choice) in a situation with

a lot of limitations, then not only would nothing be clear to us, but we would not be able to perceive the
world around us. The information of perception perceives our world as vitfioighal, or nonressential

and dependent on the observer. On the other hand, someone would be extremely,4mtin vain, if

he didn't have descry obstacles, he wouldn't see anything either.

- I understand. These are the positive sides, and whichler@egative ones?

- Greater information of perception means greater vitality, great@mount of optionsg of the player or
game (depending on what is calculated), and the negative is that we all (living adivingnrmatter)

tend to calm down. In naturethere is a mild, constant and ubiquitous tendency towards less
information, communication, and that then means action (because the smallest amounts of information
are packed into quantum action, products of energy and time).

This is because more likedyitcomes carry less information, aride more likelyis more common. Our
future is evolving towards more probable conditions, and that means less informative. The world is
evolving towards more order! | emphasize this because modern physics believes otherwise.

Namely,the entropy is interpreted as emesg, which comes from observing a glass that falls from the
table and breaksn heart that flies all overthe floor and the housewife then has to pick up that mess.
However, the theory of information views the same process in the opposite way; it views theuteslec
that tend to be evenly distributed as soldiers on the lookout. With uniformity, they become impersonal
and thus loséemit less)nformation!

87 atent Information https://www.academia.edu/44725794/Latent_Information
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The growth of entropy is a log®f emission of information, and only then does its growth not
contradict he dprobability principlé ¢ that more probable phenomena are more frequent.

So, by increasing thé@nformation of perceptios, vitality increases, but it is an unnatural process. It is
like a geyser or a volcano that spews out its contents in defiantlkeobtherwise mild, constant and
ubiquitous gravity of the earth, but which sooner or later goes down again. This opposite tendency
creates tensions and the danger that too strong players will tear themselves or the game system. That is
how Yugoslavia wasroken up, or the World Boxing Federation was divided into three, and the world
was constantly trying to be divided into two parts, East and West.

Not only we humans, but also all living beings, even inanimate physical substances, obyritiple

of least actiorg, which is the opposite ofliveliness. Because of the same, we like to get rid of our
excesses of freedom (amounts of uncertainty, options), so to submit, unite, and organize. We love safety
or efficiency, because in addition to the desitelive (to participate in a good game), there is also the
desire not to live (to calm down).

Modeling

- What about computer simulations, can something be learned from them aboutéghelution of
democracy?

- Perhaps, when the notion ofdemocracy is specified, then the parameters and causes of its
adevelopmeng. Is it better to evolve into the brave or the obedient, into suffering or into dullness, can
the state of equality be maintainedéby grace or forcé For the sake of simplicity, let us ltrourselves

to something like the latter, to the modern model of society that we want to strive for equality,
abundance, peace and order. We will be surprised how much you can get from sominai
framework.

When, on the one hand, we have equality, @fhimaximizes information, and on the other hand,
principled minimalism, it is clear that they must strengthen tensions over time and stratification. The
belief that the state can constantly weigh down the system of equality and human rights is equal to the
belief that with a healthy lifestyle and regular visits to the doctor, we can live indefinitely.

It is already clear from the logic of free networks that a society dedicated to preserving equality and
human rights will sooner or later fail because of @tlvalues. When communications (goods, money,
power, initiative) are free, then rare concentrators are formed with many Jimgssus many nodes that
have few linkswith a growing separation of the two classes. This is similar to the free market situation
today.

However, capital and the power that money carries cannot be the only threat of division, nor does it
have to be the main one, as it seems to us today, but it is a general view that the status quo is
unsustainable in the long run. A legally regathsociety ofpeople of equal chanceéwill shoot at the
seams because of other importance. It will stratify in accordance witliuhéverse of uncertaintyand,
therefore, perhaps in ways unknown at this time.
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A society with strong internal cohesioikd an imagined future global and wethnnected, will stratify in
depth. That would be the path to some formdsflaveowning systerafrom which we have already seen
similar ones.

For example, the classes of rich and poor today, or previous mass fevida s, or those less classical
divisions into slaves and masters known to us from the United States, South Africa, all the way to
ancient Sparta, will still have problems with duration. In the end, every organization faces a lag in
relation to the restof the world, which is moving away, be it poverty, external threats, the white plague,
because the organization means a surplus of information and thus an unstable situation that tends to
decrease.

A society with weak internal cohesion will stratify Itke evolution of living species on earth.
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15. Variant Vectors
March 24, 2021

Simple explanations of covariant and contravariant vectors and their significance, using an oblique
system of inclination , rotation by angle—multiplication of vectoraind bases.

> 2
~ ‘ ‘ ] ) ~

Consider Cartesian oblique coordinate systeri @ith angles between abscissa and ordinate andtin
point 0. Its distance from the origin 0§
parallel projectionsof 0 fall on écontravariang
coordinates Gy, and the orthogonal on
écovariang of frs .

Pointo does not have to be on the angle bisect

* , but the angles with parallel arms are equal,

T Wwo T wwo e+, sowefind:

& ® OATQW o wAT-0

Hence the projectiotransformations:
- W ® WAT<O L
- S GATO @ @)
These are transformations of contravariant coordinates into covariant ones. The reverse is calculated:

z z z z

0w — 0 —. 2
The trianglel @ andthe cosine theorengivethe square of the distance of the point from the origin
O O ® COAlO (3)
in contravariant coordinates. Byubstituting(2) into (3) we get
) o o S AT-OrOENT. (4)

which is a square of the same length (3), now expressed by covariant coordinates.

The angle between the abscissa and the given point seem the origin w0 0 | . The triangle
O @0 is rightangled andA 1| O & ¥HQorAT O | o Téa Fromthere:

o OATIOW WAT O | . 5 (
The doubleareaof the triangled @ arecd & landG d E«l | . They are exactly equal to the area

of the parallelogran) ¢ dwhich isi & B 1 Equalizations give:

0w — 0 — 6 (
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and these are thexpressions for the contravariant coordinates, these slightly more complex than the
covariant ones (5).

Rotation

Let us now consider the rotation of a given systénd dnto the system0 @&earound the origind for
the angle—-as in the figure on right.

Denote] ~ w0 0, so (6) gives
LOEl |

@ OTERT

LOER —
LT BET
,,\OE-I | AI-© Al O | OE+
o 6Bl
LOE-l | T8 ,,\AI'O| OE+

OB Y=Y

WAT-O & OB+

Addition formulas weraised
OEd v OBIATUO Alo® B]
AT® 0 ATod IO OBIOBI
From (5) and (1) follow®A 1| O & A T<Qso we calculate furthé:

e GAT-0 & WAT-OAGC GOETOEH
WAT-© 0ABC AT-AOCOEF OOBIOES

WAT-O AGOE+L wAT-AGC ORTOES

OBIAT-©O AT-®E+ AT © OE{
)

® OET O—ggr  OFF
OBl — | OEdL
“TBET YBE1
therefore
WOET 0OE] — OB @)

Similarly, starting from the second equation (6) for the systedagave obtain:

OBt 08I — OERI-OAI@EF
0Bl Y oE1T ¢ 0BT

A6 o eii.oQEF OB OBIAI-OAl-®EL
© w 0Bl “oBT @ OBl

B8R &C Al fQcotangent angle
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OB} OEd —
YBET Y oE

therefore
Bl wOEF WOEd —. (8)
Equations (7) and (8) are written briefly in matrix

e OET — OEF © o
Gee OET OBI —

that is,6 'Y « h—b. These are transformation§ & & 0 GEedf contravariant coordinates of the
Cartesian oblique system, slope ~ @ 0 &onrotation around the origin) for the angle—

Of course, formulas (9) can also be derived geometrically, fhengiven figure at the top right.
Example 1For a rectangular system, with —andO BT p, OEd — AT-Sfrom (9) we get:

we Al-0 OB+ @ (10)
e OB+ AT-©6 w’
These are weknown formulador the rotation of Cartesian rectangular 2D coordinate system.

Example 2 By rotating the system, the distance of a given point from the origin remains the same and
the contravariant expression (3) retains the form:

@ W tee  coamd | +0

¢o 3 A0
® OEb OE+ cOE- OEHAT+O
O Ed - ¢ -
® OE+ OE® O EJO Edl AT+O
O Eq - -
COW . . . e e A R L e e e
B5Eq OEel —OE+ OEJOEel — OEedl —OEel —AIl«O OE4AI-O
however, the factor next to in the numerator is
OEP — OE+ cOEd —OEHAT«O
OEkF — OEd —OEHRAITO0O OE+ OEd —OEHAIO
OEdl — OEl — OEAT«0 OE+ OEd —OEJAT-O
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OBl —OERIAT-© OE+ OEI —OEHRI-0

OEl — OFRIAT-© OEAT-0O OE+

OE{ Al & AT ©O0E+ OEHR
OE{iAl & p AT © OE+ OE{

and this is shortened with the denominator and ombly remains. Similarly, the coefficient widd is

one, so it remains to calculate the coefficient with mixeddt is easy to check that in angular brackets

the sum is reduced t® E4 A | «Qthe first factor (sine square) is shortened by the denominator and

expression (3) remains.

Example 3Pro the transformations:
e OAT-O WAl O —, (11)
e WATO — WAT-O

These equations express the covariant coordinates of thatedt system using the coravariant non
rotated ones, followed, for example, by the corresponding (1) by including (9). We prove the first:

e 0 ediO

GOET — wOEF wOEF GOBT — .
0BT 0BT

OBl — OERI0 OEF OBT —Ai+0
© OB] @ OB]
OBAI-0 OB+ « OFEL « Ai+0
Y- I 0BT

i AI© - 0BT

@ Y%

and hence (11). In the corresponding second equation (1) we include (9) and find:
e OAT0 w
WOEd — WOEL . . wOEF wOEd —

OFI Okl

OEl —AT+0 OB+ OEJATO OEd —
o A

OET GBI

OBl —AI-0 OE} — .  OBIAI-0

w - W———=—=
Okl Okl
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AT O —OFI

W 3 WA | O

thus proving (12).

Example 4 Prove the transformations of covariant coordinates:

using examples 3. and (2).
Substituting(2)into (11) we get:
& of “’ZA"OAT_@ W ATO wzmo
OE{ OEi{ o
LATOAT-RTO — , AT-RT-OATO —
@ OEq @ OEq
LATO o« — ATe«RTO — _OBIOE}
® OEq ©TBET
LOBIOEIl — | OE}
©WTTBET L)
LOEIl — OE+
Y=Y O]
thus proving (13). By changing (2) to (12) we get:
o o afA'l'-oA,.I.O WATO d)ZA'l'-é
OEd{ - OE{
LATO — Al-AT-© , AT-RTO — AT-O
@ OEq @ OEq
, OBIOEF |, AT-RT O — Al © — =
W g W ———
OE{ OE{
LOEF _OEd —OFBI1

“oBT YT OET
and hence (14).

Example 5In the equality of example 4, we include (1) and derive (11) and (12).
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Starting from (13) and including (1) we get

OBl — OBt
G2 0T YoE
R QBT = i o OFF
@ o1 ¢ ©oEi
OBl — Al-®B} Al-@Ei — OB+
w 0BT @ 0BT
“C')E-rl—@ ,AI'-C'DE-I — O k-l . —
O—BET @ BT
g LOERTO —
@ O E]

WAT-O WAT O —

and thus formula (11) is obtained. Starting from (14) anldstituting(1), we find:

, _OEL 0BT —
e Sz S —gE7
ek oQEF i o 0BT —
@ oei @ © BBl
. OB} Ai-@E] —  Ai-@EF 0BT —
© 0BT @ 0BT
_OE} — « Ai-@E] — OBIAI-©
© 0BT BBl
AlO —OBI1 K16
RT3 “
AT O — wWAT-O

and that is formula (12).
Product

The square of the distance ofgiven point from the origingd 6 ( is equal to the scalar product of its
covariant and contravariant coordinates

O o Ca (15)

Namely the equation (3) follows from:
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WO TO O OAT-O® AT OO ® ® A0 &.

However, multiplying the&ontravariantwith the contravariantwe get a simple sum of squares which in

the case of an oblique system does not correspond to the square of the distanced @, but the
product of the covariant does not correspond to it either.

The distance from poirik afto to pointé @ Qo W is
06 o5 D OF5 D, (16)

wherew and 3 denote the covariant coordinates. Namely, by translating the system for the védéor

so that its starting point is poird, the equation (16) becomes (15). The same is true for infinitesimal
lengths.

Due to this peculiarity of coordinate multiplicati, and due to the way of matrix multiplication, we
write covariant vectors as a matiew, andcontravariantas a matrixcolumn. Thus (15) becomes:

6 do do & & o o & P T (17)
mp W

That this also applies mrotated system is confirmed by applying (13), (14) and (9):

il ol U (18)
Gee
~ OEd — OB+ Tk OBl — OB+ o
RPTRp v Okl Okl Ond ORI OBl Yo~
L @ OB+ OEI Y OB+ OEd —7 @
u & Okl OBl ot Xey OBl OBl o} O
~ OB — OB+ OBl — OB+
§ @ LaNe)=]] OBl O% OFI OBl Ono
e ] = N o i o] = S o] = A
W Okl OBl oF:] OBl OBl (jU
\Z rz p TT (l') o
W w T p » ()

from which follows (17) for a rotated system. Matrix multiplication is not commutatig is
associative, and the latter was usidthe proof.
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